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EXECUTIVE SUMMARY

A. INTRODUCTION

In June 1998, the Office of Research, Connecticut Labor Department (CTDOL), began
developing short-term forecasts (two years ahead) of industry employment to supplement
the existing long-term projections (ten years out) program. This was aresult of a decision
by the Employment and Training Administration (ETA) of the U.S. Labor Department
(USDOL) in 1995 to award grants to a consortium of states, lead by Illinois and Utah, to
develop models for short-term industry forecasts. The Short-Term Industry and
Occupational Forecasts support the One-Stop Delivery and Re-Employment Program.
Through the One-Stop Centers, job-seekers faced with an occupational choice, change, or
adjustments are provided with a primary place in the community to learn about
employment opportunities. The Short-Term Employment and Occupational Forecasts are
part of a service-delivery system that reflects customer demand for user-friendly
information. The Short-Term Forecasts provide current Labor Market Information (LMI)
on job opportunities, allow informed choices for short-term training with a goal of
immediate re-employment, and they establish state-to-state comparability to facilitate
job-match searches beyond the local labor market. The Short-Term Forecasts also serve
ascritical LMI for Workforce Investment Planning under the Workfor ce Investment Act
(WIA). The employment forecasts are not only end products in themselves, but they also
serve as the inputs to the Occupational Forecasts. In addition, the employment forecasts
are an important source on Connecticut’s economic outlook over the two-year forecast
period. This provides valuable information on the State’ s near-term economic and labor-

market prospects to decision-makers in both, business and government

B. PRODUCING SHORT-TERM EMPLOYMENT FORECASTS:
The Approach

Connecticut short-term employment is forecasted at three different levels of detail: The
Super-Control Forecast, the Control Forecasts, and the Detailed-Level Forecasts. After

forecasts are produced, the three different levels of forecasts are reconciled. Each level of
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forecast produces progressively more detailed forecasts. The Super-Control Forecast is
the top-line level of Connecticut, Non-Agricultura Employment, and it gives the least
level of detail. The Control Forecasts provide a greater level of detail. The Control
Forecasts are produced at the NAICS sector level, or two-digit level of detail. Forecasts
are produced for the 20 NAICS sectors, including some of their major sub-aggregates,
such as Durable Goods and Non-Durable Goods under the Manufacturing Sector. Finaly,
the detailed-L evel forecasts, as would be expected, provide the most detail. The Detailed-
Level Forecasts are produced at the NAICS three- and four-digit level of detail. Forecasts
are produced for some 100 three- and four-digit sectors in Connecticut. The next section
now turnsto an overview of the methodology employed to produce each of the three

levels of forecasts.

C. FORECASTING METHODS

Economists, and forecasters in general, use many different methods to make their
forecasts. These include more formal methods such as Model-Based Statistical Analysis
and Statistical Analysis not based on Parametric Models. Some other techniques that
economists turn to for making their forecasts include Simple Extrapolations, L eading
Indicators, and ‘ Chartist’ approaches (also called Technical Analysis). But, such informal
methods as ‘ Back-of-the-Envelope’ calculations and Informed Judgment are also used.
Some forecasters might even resort to some really informal methods such as Tossing a
Coin, Guessing, or ‘Hunches' . However, the tools most frequently used are Econometric
and Time-Series Models. They are the primary methods of forecasting in economics, but

Judgment, Indicators, and even Guesses may modify the resulting forecasts .

Time-Series models, which describe the historical patterns of data, are popular forecasting
methods and they forecast well compared to Econometric Systems of Equations.
Particularly, in their multivariate forms, such as Vector Autoregression (VAR), Time-
Series models do very well. However, Econometric Systems of Equations are the main

' This paragraph draws heavily on Hendry, David F., How Economists Forecast in UNDERSTANDING ECONOMIC
FORECASTS, Edited by David F. Hendry and Neil R. Ericsson (2003) MIT Press: Cambridge, MA., pp. 21-22.
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tool in economic forecasting. Econometric Forecasting Models are systems of
relationships between variables such as GDP, Money, Employment, Inflation, etc. The
relationships or ‘equations’ in these models are then estimated from the available data,
which are mainly aggregate time-series.

The Super-Control Forecast is based on a single-equation regression model. A
regression equation relates one or more Independent or Explanatory variablesto a
Dependent or Explained variable. Specificaly, the regression model used to forecast top-
line employment introduces dynamic effects into the model is by means of lagged values
of the dependent variable: Thisis known as an Autoregression, or AR model. However,
introducing lagged values of the independent, or exogenous variables, (as well as current
values) introduces still another dynamic dimension to the model. Thus, the model used to
forecast Connecticut’ s top-line, super-control forecast is an AR model with Exogenous

variables.

The next level of forecasting detail, moving from the Super-Control Total down to more
detail, isthe set of Control-Total Forecasts. Many of the Control-Total Forecasts are
produced using multivariate time-series methods. Particularly, Vector Autoregressions
(VAR) are used in many instances. The VAR can be thought of as a generalization of the
AR process, (see the discussion of the Super-Control Forecast, above), to two or more
AR processes. Thus, aVAR isasystem of two or more simultaneous equations
expressing two or more interrelated AR processes. Central to the VAR is the concept of a
Recursive or, Feedback Relationship. This allows forecasting models to draw on
economic linkages and interconnectedness to construct feedback systems that tap into the
direct and indirect effects of employment-changesin a given industry on other, related
industries. An example of agrouping of industries for forecasting the Control Totalsis
the link or chain of Durable Goods sectors. A VAR constructed to capture this
relationship would contain endogenous variables for each stage along the production
chain from Durable Goods in Manufacturing, to Durable Goods in Wholesal e Trade, to
Consumer Durablesin Retail Trade. Other relationships also exist, such as, firms

interacting at the same stage of production, and interconnections at the same stage of
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production, and at different stages, simultaneously. Much more detail on inter-firm and
inter-industry connections can be found in the literature on combining VAR’ s with Input-

Output Analysis' and Industry Clusters"".

The Vector Autoregression (VAR) has many advantages as a forecasting tool. However,
one disadvantage is the ‘one-size-fits-all’ approach to specifying the equationsin the
VAR system. However, there is amore flexible approach. This approach is known as a
Seemingly Unrelated Regressions (SUR) model, or Near-VAR, which was first suggested
by Arnold Zellner (1962)" in the early 1960's.

As discussed above, grouping industries according to similarities in the behavior of their
employment dynamics can be captured by taking advantage of the Vector Autoregression
(VAR) specification. Extensions of the VAR to the Dynamic S multaneous Equations
Model (SEM) framework allows the introduction of exogenous” variables into the model
to account for seasonality, business cycles, industry-specific factors, and other influences
external to the recursive relationship reflected in the endogenous variables of the VAR
system. Nevertheless, since the VAR specification assumes that the endogenous variables
all have the same number of lags in each equation in the system, and that the independent
variables across all equations are the same and, that contemporaneous correlation among
the error series across equations is minimal or nonexistent, it still constrains the system to
a‘one-size-fits-all’ specification. In some cases, gains in forecasting accuracy may be
realized by alowing for differencesin the lags of endogenous, as well as, exogenous,

variables across equations, and for taking into account instances of significant

" Rickman, Dan S., “Generalizing the Bayesian Vector Autoregression Approach for Regional Interindustry
Employment Forecasting”, Journal of Business and Economic Satistics (1998) 16(1): pp. 62-72.

" See Nicholas Jolly, Connecticut’s Industry Clusters (July 2005) OCCASIONAL PAPERS & REPORTS, Office of
Research, Connecticut Labor Department: Wethersfield for a discussion on Connecticut’ s industry clusters. VARs
could be specified such that, industries included in the system are grouped by industry clusters.

V' Zellner, Arnold, “An Efficient Method of Estimating Seemingly Unrelated Regressions and Tests for Aggregation
Bias’, Journal of the American Satistical Association Vol.57 (June 1962): pp. 348-368.

VY Within the VAR context, Exogenous variables are variables that do not have an equation within the VAR system.
Their values, and forecasts, are determined outside the VAR model. Whereas, Endogenous variables are represented by
an eguation within the VAR system, and their forecasts are produced by the interaction of the equations within the
VAR system.
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contemporaneous correlation. Thisis especialy important in regard to the set of
exogenous variables. Under certain circumstances, the restriction to a ‘ one-size-fits-all’
specification of the exogenous variables in the conventional VAR framework, in some
instances, compromises the ability to produce more accurate forecasts.

The advantage offered by the SUR specification liesin its ability to capture structural
breaks that frequently occur at different points, or may not even apply to some seriesin
the system. Further, one equation may have statistically significant seasonality, while
another may not. An example is the modeling and forecasting of the control totals (in this
case, at the NAICS three-digit level), for Connecticut’ s wholesal e trade employment
series. While the durable goods component displayed no discernible seasonality, there
was a strong seasonal movement in the non-durable Goods employment series. Both

employment series displayed structural breaks at the same point, and had similar trends.

The more flexible Near-V AR specification allows the forecaster to capture those factors
common to both industries in the two-equation system, on the one hand, but it also allows
the introduction of variables that represent factors effecting the level of employment that

are unigue to one industry’ s employment-level in the system.

Both, VAR and Near-VAR models are used to produce the Control Forecasts of

Connecticut employment.

Given the level of detail, the process for producing the Detailed-Level Employment
forecast is necessarily the most mechanical. There are some 100 three- and four-digit
level NAICS industries in Connecticut, which limits the amount of time and effort that
can be devoted to developing and estimating a given forecasting model. There are two
primary tools used for forecasting Connecticut Employment at the detailed level, the
Short-Term Industry Projections (STIP) system devel oped by the consortium of states for
ALMIS (America s Labor Market Information System) to provide atool for states' LMI
(Labor Market Information) unitsto develop timely, relatively uniform employment
forecasts. SAS/ETS, the Econometric and Time-Series package is also used, particularly,

CTDOL-Office of Research Methodology—CT Industry Employment Forecasts Y



the Forecasting Menu System, and PROC FORECAST, the multiple-series forecasting
utility.

The forecaster using the STIP system has five models to choose from: Exponential
Smoothing with Linear Trend and Random Walk options, OL S (single-equation, Linear
Regression), ARMA (Autoregressive Moving Average), VAR, and BVAR"'. Mix givesa
weighted average forecast based on the five models available in the STIP system. Most of
the models used to forecast industry-employment at the Detailed-Level are multiple,
time-series systems. The VAR and BV AR specifications are drawn on quite frequently.

In addition to the specific employment-series being forecasted, other, related-industries
included inaVAR or BVAR, as endogenous variables, are those suggested by the inter-
industry relationships found in the 1997 Benchmarked, U.S. Input-Output Table.
However, in some instances, there are no related industries. In such cases, univariate
models are used to forecasts the employment series. There are two types of univariate
models used in the Connecticut Forecasts: Deterministic and Sochastic. Section D,
below, provides abrief overview of the eight-step process employed to produce the final

set of industry-employment forecasts.

D. EIGHT-STEP PROCESSTO PRODUCING THE CT DOL
EMPLOYMENT FORECASTS

The approach to producing the final Connecticut employment forecast can be
summarized by the following eight-step process, in which the three different levels of
forecasts, (1.) The Super-Control Forecast, (2.) the Control Forecasts, and (3.) the
Detailed-Level Forecasts, are produced and reconciled:

1. The Super-Control Forecast is a single-equation, autoregression model
relating Connecticut Non-Farm Employment with past values of itself,
current-period and past values of Capacity Utilization in Manufacturing, and
deterministic components to capture seasonality, long-run trend, and structural

VI BVARisaBayesian VAR. See Section Il and Appendix B of the unabridged version of this paper to find an
explanation of the BVAR.
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breaks. Past versions of the model have included short-term interest rates,
although the current version does not.

2. The Control Forecasts use different models to forecast employment at the
NAICS sector-level and some sub-aggregates, such as Durable Goods under
Manufacturing. Though different modeling approaches are used for different
sectors and sub-aggregates, most rely on systems of equations, including
multivariate time-series models. Further, some aggregates across NAICS
sectors may be grouped together, where appropriate, to construct time-series
models for forecasting employment. Forecasting models range from VARs
and BVARSs, to Near-VARs (SUR), to, in some instances, single-equation
models, including ARIMASs and time-series regressions.

3. Detailed-Level Forecasts are produced in SAS/ETS, or the consortium of
states’ software called ‘ STIP' (Short-Term Industry Projections), or in some
forecast rounds, both. This level of employment forecasts is necessarily the
most mechanical of the three complementary approaches, as even for a small
state like Connecticut, there are over 200 industries at the three- and four-digit
NAICS levels of detail.

4. Pooling or Combining of forecastsis done after all three methods have been
implemented. The Control-Total and Detailed-Level of forecasts present the
opportunity for Pooling or Combining forecasts at the sector-level of
employment. The Detailed-Level forecasts are added up to the NAICS sectors
and their mgjor sub-aggregates levels and then combined with the Control
Forecasts to produce a set of simple average forecasts for each of the 19 non-
Agricultural NAICS sectors. Then, the sum of the Control Totals, the
Detailed-Level, and the Super Control Total are averaged together to produce
the simple-average forecast for Top-Line, Non-Farm Employment. It should
be noted that thisis not a purely mechanical process. That is, the simple
average forecast is not necessarily the final forecast for a given sector.
Judgment does play arole, and one or the other forecast may be picked over
the average forecast in more than one instance, especially when considering
the top-line forecast.

5. Reconciliation of the three forecastsis done at both, the top-down, and
bottom-up approaches. Three top-line forecasts are produced: (1.) the Super-
Control Forecast, (2.) the Sum of the Control Forecasts, and (3.) the Sum of
the Detailed-L evel Forecasts. As discussed above, any pooling or combining
of forecasts will be done before reconciliation.

6. TheBase-Line Forecast isthe product of steps 1 to 5 above. Once the Base-
Line Forecast isin place, any Intercept Corrections are then implemented.

7. Intercept Corrections are done at four different stages: (1.) If any revisionsto
the employment data become available after the forecasts are produced (up to

CTDOL-Office of Research Methodology—CT Industry Employment Forecasts Vii



acertain point), they will be used to make any necessary Intercept Corrections
to put the forecasts on track with the historical series, (2.) Announced job
eliminations and additions are used to make Intercept Corrections at the three-
and four-digit NAICS industry-levels of detail, (3.) Reconciliation of the top-
line forecasts with all three approaches, after announced job-changes have
been incorporated, will invariably lead to further Intercept Corrections, (4.)
Thelast of the Intercept Corrections are based on Macroeconomic
considerations about any anticipated impacts of any policy-changes likely to
be implemented over the forecast horizon, including variables to be affected,
as well as the magnitude and duration of those affects, the stage of the
business cycle the economy is believed to be in at the base period, and where
it will be over the forecast horizon. A final consideration in adjusting the
intercept is the forecaster’ s subjective probabilities about the economic and
non-economic risks to the forecast.

8. TheFinal Forecast isthe product of the above seven steps.

E. CONCLUDING REMARKS

It is hoped that this summary has succeeded in providing an informative, non-technical
overview of the quantitative and qualitative methodologies used, as well as the process
employed to produce Connecticut’s Short-Term Employment Forecasts. The forecast
horizon of two years, or eight quarters, for the short-term forecasts requires the forecaster
to focus on analyzing the economy in the short- to intermediate-run. This means that
forecasting methods must identify the expected seasonal, cyclical, and even some trend
effects, aswell as, regional and macroeconomic factors that influence the behavior of
Connecticut’ s industry employment. It isthis process of capturing these critical
phenomena, in order to construct models that produce optimal forecasts, given time and
resource constraints, that has guided the development of the methodol ogies applied to the
short-term employment forecasts.

For more information, or any questions concerning the methodology used to produce the

employment-forecasts, please contact:

Daniel W. Kennedy, Ph.D., Senior Economist
CT Department of Labor — Office of Research
(860) 263-6268

daniel.kennedy@ct.gov
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l. INTRODUCTION

In June 1998, the Office of Research, Connecticut Labor Department (CTDOL) began
developing short-term forecasts (two years ahead) of industry employment to supplement
the existing long-term projections (ten years out) program. This was aresult of a decision
by the Employment and Training Administration (ETA) of the U.S. Labor Department
(USDOL) in 1995 to award grants to a consortium of states, lead by Illinois and Utah, to
develop models for short-term industry forecasts. The Short-Term Industry and
Occupational Forecasts support the One-Stop Delivery and Re-Employment Program.
Through the One-Stop Centers, job-seekers faced with an occupational choice, change, or
adjustments are provided with a primary place in the community to learn about
employment opportunities. The Short-Term Employment and Occupational Forecasts are
part of a service-delivery system that reflects customer demand for user-friendly
information. The Short-Term Forecasts provide current Labor Market Information (LMI)
on job opportunities, allow informed choices for short-term training with a goal of
immediate re-employment, and they establish state-to-state comparability to facilitate
job-match searches beyond the local labor market. The Short-Term Forecasts also serve
ascritical LMI for Workforce Investment Planning under the Workfor ce Investment Act
(WIA). The employment forecasts are not only end products in themselves, but they also
serve as the inputs to the Occupational Forecasts. In addition, the employment forecasts
are an important source on Connecticut’s economic outlook over the two-year forecast
period. This provides valuable information on the State’ s near-term economic and labor-

market prospects to decision-makers in both, business and government

What follows, focuses on the methods used to produce the Connecticut Short-Term,
Industry-Employment Forecasts. Statistical and econometric modeling is combined with
pooling of forecasts and intercept corrections over the forecast horizon, based on
statistical techniques, as well as expert judgment, to produce the final forecasts. The
employment forecasts are produced and reconciled at three different levels: (1.) The
Super-Control Forecast, (2.) the Control Forecasts, and (3.) the Detailed-L evel Forecasts.

Section |11 provides a detailed discussion of these three levels of forecasts. However,
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before getting into the details, Section |1, below, provides an overview of the
methodological steps that produce the base-line forecast, and the adjusted, final forecast
of Connecticut Industry Employment. A detailed discussion of the data used in estimating
the models and forecasting is presented in Appendix A.

[I. PRODUCING SHORT-TERM EMPLOYMENT FORECASTS:
An Overview

A. ThreelLevesof Forecasts

Asintroduced in Section |, above, there are three different levels of forecasts that are
produced and reconciled: The Super-Control Forecast, the Control Forecasts, and the
Detailed-Level Forecasts. Each level of forecast produces progressively more detailed
forecasts. The Super-Control Forecast is the top-line level of Connecticut, Non-
Agricultural Employment, and it gives the least level of detail. The Control Forecasts
provide a greater level of detail. The Control Forecasts are produced at the NAICS sector
level, or two-digit level of detail. Forecasts are produced for the 20 NAICS sectors,
including some of their mgjor sub-aggregates, such as Durable Goods and Non-Durable
Goods under the Manufacturing Sector. Finally, the detailed-Level forecasts, as would be
expected, provide the most detail. The Detailed-Level Forecasts are produced at the
NAICS three- and four-digit level of detail. Forecasts are produced for some 100 three-
and four-digit sectors in Connecticut. What follows below, is an overview of the
methodology employed to produce each of the three levels of forecasts.

The Super-Control Forecast is aforecast of single series, the Top-Line. Connecticut,
Non-Agricultural Employment is forecasted with a single-equation, autoregressive
model, with exogenous variables, relating Connecticut Non-Agricultural Employment
with past values of itself, current-period and past values of U.S. Non-Farm Employment,
Capacity Utilization in Manufacturing, and deterministic components to capture
seasonality, long-run trend, and structural breaks. Past versions of the model have

included short-term interest rates, although the current version does not.
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The Control Forecasts use different models to forecast employment at the NAICS
sector-level and some sub-aggregates, such as Durable Goods under Manufacturing.
Though different modeling approaches are used for different sectors and sub-aggregates,
most rely on systems of equations, including multivariate time-series models. Further,
some aggregates across NAICS sectors may be grouped together, where appropriate, to
construct time-series models for forecasting employment. Forecasting models range from
Vector Autoregressions (VAR) and Bayesian VARs (BVAR), to Near-VARS, or
Seemingly Unrelated Regressions (SUR), and in some instances, single-equation models,
including Autoregressive Integrated Moving Averages (ARIMA) and time-series

regressions.

Detailed-Level Forecasts are at the most detailed level. These forecasts project
employment at the NAICS three- and four-digit level of industry detail. They are
produced in SAS/ETS, or the consortium of states' software called * STIP' (Short-Term
Industry Projections), or, in some forecast rounds, both. Thislevel of employment
forecasts is necessarily the most mechanical of the three complementary approaches, as,
even for asmall state like Connecticut, there are over 100 industries at the three- and
four-digit NAICS levels of detail.

B. TheBase-LineForecast

The Base-Line Forecast is the product of two steps. First, forecasts are Pooled or
Combined then, Reconciliation of the three forecasts is done using both, top-down, and
bottom-up approaches. Once the Base-Line Forecast isin place, any Intercept Corrections

are then implemented.

Pooling or Combining of forecasts is done after all three methods have been
implemented. The Control-Total and Detailed-Level of forecasts present the opportunity
for Pooling or Combining forecasts at the NAICS sector-level of employment. The
Detailed-Level forecasts are added up to the NAICS sectors and their major sub-
aggregates levels and then combined with the Control Forecasts to produce a set of
simple average forecasts for each of the 19 non-Agricultural NAICS sectors. Then, the
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sum of the Control Totals, the Detailed-Level, and the Super Control Total are averaged
together to produce the simple-average forecast for Top-Line, Non-Farm Employment. It
should be noted that thisis not a purely mechanical process. That is, the ssimple average
forecast is not necessarily the final forecast for a given sector. Judgment does play arole,
and one or the other forecast may be picked over the average forecast in more than one

instance, especially when considering the top-line forecast.

Reconciliation of the three forecasts is done at both, the top-down, and bottom-up
approaches. Three top-line forecasts are produced: (1.) the Super-Control Forecast, (2.)
the Sum of the Control Forecasts, and (3.) the Sum of the Detailed-Level Forecasts. As
discussed above, any pooling or combining of forecasts will be done before

reconciliation.

C. Intercept Corrections. Adjusting the Forecast

I ntercept Corrections are done at four different stages: (1.) If any revisionsto the
employment data become available after the forecasts are produced (up to acertain
point), they will be used to make any necessary Intercept Corrections to put the forecasts
on track with the historical series, (2.) Announced job eliminations and additions are used
to make Intercept Corrections at the three- and four-digit NAICS industry-levels of detail,
(3.) Reconciliation of the top-line forecasts with all three approaches, after announced
job-changes have been incorporated, will invariably lead to further Intercept Corrections,
(4.) Finaly, the last of the Intercept Corrections is based on Macroeconomic
considerations. This basis for adjusting the forecast is discussed in detail below.

I ntercept Corrections based on Macroeconomic Considerations, more frequently than
not, draws on the forecaster’ s expert judgment, as opposed to statistical methods. This
approach ismore likely to be employed if the shift or break is expected to occur over the
forecast horizon (i.e., beyond the historical period). This expert judgment may be based
on anumber of factors, such as experience and overall belief about what drives the
economy. Further, regardless of whether it is the model-based part, or the judgment-
based part, every forecast is based on a set of assumptions. This set of assumptionsis, in
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turn, guided by atheory of how the economy works, which is either incorporated into the
construction of the model, or into the judgment the economist draws on to adjust the
model-based forecasts, or both. Kennedy and Gunther * suggest that these factors will
effect an economist’s adjustmentsto his or her forecast in, at least, three different ways:
(1.) How the economist views the anticipated impacts of any policy-changes that are
likely to be implemented over the forecast horizon, including what variables will be
affected, as well as the magnitude and duration of those affects; (2.) His or her belief
about what stage of the business cycle the economy isin at the base period, and where it
will be over the forecast horizon; and (3.) What his or her subjective probabilities are
about the economic and non-economic risks to the forecast over the forecast horizon.
And, it isthese factors that play an important role in adjusting Connecticut’s Short-Term
Employment Forecast (i.e., correcting the Intercept) from the baseline forecast, based on
Macroeconomic considerations about the current state, and likely outlook, for the U.S.

and Connecticut economies.

D. TheFinal Forecast

The Final Forecast is the product of the process outlined above. Specifically, the above
seguence of methodologies can be summarized as a four-step process. First, the three
levels of forecasts are produced: The Super-Control Forecast, the Control Forecasts, and
the Detailed-L evel Forecasts. The second step is to produce three top-line forecasts. The
Super-Control, the sum of the Controls, and the sum of the Detailed Forecasts are used to
produce three top-line forecasts. The ssimple average of the three forecastsis also
considered. Then, the Controls are compared to the Detailed Forecasts sums by NAICS
sector. The two sector-level forecasts are also averaged to produce athird Control-Level
Forecast. The third step is to perform both, top-down and bottom-up reconciliations of
the forecasts. Upon completion of this step, the Base-Line Forecast is set.

Thefourth, and final step, in producing the Final Forecast, involves Intercept

Corrections. I ntercept Corrections are done at four different stages: (1.) If any revisions
to the employment data become available after the forecasts are produced (up to a certain
point), they will be used to make any necessary Intercept Corrections to put the forecasts
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on track with the historical series, (2.) Announced job eliminations and additions are used
to make Intercept Corrections at the three- and four-digit NAICS industry-levels of detail,
(3.) Reconciliation of the top-line forecasts with all three approaches, after announced
job-changes have been incorporated, will invariably lead to further Intercept Corrections,
(4.) Finaly, the last of the Intercept Corrections is based on Macroeconomic

considerations.

[11. FORECASTING METHODS: A Detailed Discussion

A. How Do Economists Forecast?’

Economists, and forecasters in general, use many different methods to make their
forecasts. These include more formal methods such as Model-Based Satistical Analysis
and Satistical Analysis not based on Parametric Models. Some other techniques that
economists turn to for making their forecasts include Smple Extrapolations, Leading
Indicators, and ‘ Chartist’ approaches (also called Technical Analysis). But, such informal
methods as ‘ Back-of-the-Envelope’ cal culations and Informed Judgment are al so used.
Some forecasters might even resort to some really informal methods such as Tossing a
Coin, Guessing, or ‘Hunches' . However, the tools most frequently used are Econometric
and Time-Series Models. They are the primary methods of forecasting in economics, but

Judgment, Indicators, and even Guesses may modify the resulting forecasts.

Time-Series models, which describe the historical patterns of data, are popular forecasting
methods and they forecast well compared to Econometric Systems of Equations.
Particularly, in their multivariate forms, such as Vector Autoregression (VAR), Time-
Series models do very well. However, Econometric Systems of Equations are the main
tool in economic forecasting. Econometric Forecasting Models are systems of
relationships between variables such as GDP, Money, Employment, Inflation, etc. The
relationships or ‘equations’ in these models are then estimated from the available data,
which are mainly aggregate time-series. These models have three main components

described in Table 1 below. Understanding and properly specifying the components
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depicted in Table 1 is the key to building a good forecasting model. Relationships
involving any of the three components could be inappropriately formulated or
inaccurately estimated, or could ater in time in unanticipated ways. Surprising results
from research has shown that the critical factor to understanding forecast failure depends
on the behavior of the deterministic terms—even though their future values are known—
rather than on the behavior of variables with unknown future values (i.e., the observed
stochastic variablesin the mode!).

TABLE 1: COMPONENTS OF ECONOMETRIC FORECASTING MODELS

COMPONENT DESCRIPTION FUNCTION OR PURPOSE

Determinist Terms Intercept, Trend To capture averages and steady growth, and

whose future values are known.

Observed Stochastic | GDP, Prices, To capture systematic variation in

Variables Employment movements among aggregate relationshipsin

the economy. Their future values are
unknown.

Unobserved Errors | These values are not To capture random influences not included in
directly observed in the the Observed Stochastic Variables that tend
economy. to cancel each other out. All of the values

(past, present, and Future) are unknown—
although, perhaps estimable in the context of
amodel.

SOURCE: Hendry (2001), How Economists Forecast in UNDERSTANDING ECONOMIC FORECASTS,
p. 21 and Kennedy, Peter, A GUIDE TO ECONOMETRICS, 5" Edition (2004), MIT Press: Cambridge,
MA, p.p. 3-4 and 8-9.

B. The Super-Control Forecast of Connecticut Employment

The Super-Control Forecast is based on a single-equation regression model. A regression
eguation relates one or more Independent or Explanatory variables to a Dependent or
Explained variable. That is, they explain the variation in the dependent variable. Put
another way, knowing the values of the Independent variables allows one to improve on a
guess of the value of the Dependent variable, over and above just using the mean to guess
the Dependent variable s value. Before introducing regression, it will be helpful to look

at an example of alinear relationship between two variables: X and Y:
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Y =a+bX (1)

Where: a= intercept or constant
b =dope, or ChangeinY, dueto a 1-unit changein X
X = Independent or Explanatory variable
Y = Dependent or Explained variable

Graph 1, below, shows the relationship between X and Y in alinear model. In practice, a
set of datawill seldom provide the neat straight-line configuration depicted in Graph 1.
Thisis because there are many other factors that influence the value of Y at any given

point, and X will not capture them all. This situation is shown in Graph 2.

GRAPH 1: Linear Relationship Between Y and X
4.5
4 -
3.5 : e V=
Equation for the line: Y =1+ 0.5X
3 -
0 25
>
S
S 24 Change in X
=1.0
1.5+ ) i
SLOPE = Change in Y/ Change in X=0.5
l -
Intercept = 1 (Where the line crosses the vertical axis).
0.5 ~
O T T T T T T 1
0 1 2 3 4 5 6 7
X Values

8 Methodology—CT Industry Employment Forecasts CTDOL—Office of Research



GRAPH 2: Regression Relationship Between Y (CT. Non-Farm
Employment) and X (U.S. Non-Farm Employment)
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In Graph 2, above, Connecticut Non-Farm Employment is on the Y-axis, playing the role
of the dependent variable in thisrelationship. U.S. Non-Farm Employment, on the X-
axis, is playing the role of independent, or explanatory variable. Though the pointsin the
scatter seem to be grouped closely together, and seem to be sloping upward (i.e., the
higher the level of U.S. Employment, the higher the level of Connecticut Employment),
all of the points do not fall on the line. Why do the pointsin Graph 2 not line up perfectly
such that they all fall on the line, as the set of points do in Graph 1? The answer liesin
the variables and influences not included in the model. The scatter of points observed in
Graph 2, as opposed to the perfectly lined-up configuration in Graph 1, reflect the many
other influences, other than the level of U.S. Non-Farm Employment, that effect the level
of Connecticut’s Non-Farm Employment. These other influences are not captured by the
independent variable in this model. But, these other influences cannot be accounted for in
the deterministic formulation of the model in Equation (1.). In that formulation al points
fall ontheline, and X explains al the variation in Y. These other influences can only be
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introduced by adding an error term to the model. This results in areformulation of
Equation (1.) from a Deterministic Model to a Statistical (or Probabilistic or Sochastic)
Model. Thisisillustrated in Equation (2.) below.

Y =a+bX +p 2)

Equation (2.) adds a new component, p, the Error or Disturbance Term. It isthe
Disturbance Term that represents the influence of al variables excluded from the model,
including those that are unobservable®. It is the factors excluded from the model that
result in the scatter of pointsin Graph 2, rather than the perfectly lined up set of points
depicted in Graph 1, which manifests a deterministic process. Now, it becomes necessary
to estimate aline that runs through the scatter of points, such that it minimizes the
distance between any point in the scatter, and its closest corresponding point on the line.
This processis called Regression Analysis. The equation expressing the relationship in
Equation (2.) is caled a Regression Equation, or Regression Model. Statistical methods
are used to estimate the intercept (a in Equation (2.)), and the slope (b in Equation (2.)).
Together the intercept and slope (in a Multiple Regression there will be more than one
explanatory variable, and thus, more than one slope to estimate) to be estimated are called
Parameters. The most frequently encountered method of estimating regression

parametersis a method known as Ordinary Least Squares (OLS)”.

In most fields of endeavor, it is Sochastic, or Probabilistic processes that are
encountered. Thisis particularly true in economics and forecasting. There are three major
contexts in which these relationships exist: Cross-Sectional, Times-Series, and Panel

(which combines Cross-Sectional and Time-Series data).

In Cross-Sectional regression, the observations used to estimate the model are at a given
point in time. For example, estimating a model whose datais from a survey of 1,000
households' consumption patterns, by income, across Labor Market Areas (LMA),
conducted in March 2004 would be a cross-sectional regression. Observations taken at

different time periods are used in a Time-Series regression. If households consumption
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patterns and income, in asingle LMA, were surveyed every March for ten years, say
from 1994 to 2004, then the economist or researcher would be estimating a time-series
regression model with datafrom this survey. In a Time-Series-Cross-Section (TSCYS)
regression, cross-section data is combined with time-series data, known as a Panel Study.
In a Panel Study, datais collected across severa observational units through time.
Continuing with the household-survey example, if households' consumption patterns and
income, by LMA, were tracked every March over the 10-year period from 1994-2004,
then amodel estimated with this survey’s data, which accounts for differencesin
behavior across LMA'’s, and through time, would be a TSCS, or Panel, regression. The
most frequently encountered regression model in forecasting industry employment is
Time-Series Regression. Nevertheless, TSCS Regression may be employed in making

sub-state industry-employment forecasts.

Time-Series regressions can either be Static or Dynamic®. An example of a Satic Model
is:
Yi=a+ bXt t Ut (3)

Equation (3.) is static because if X changes, Y immediately responds and no further
changetakesplacein Y if X then remains constant. This relationship isimplied by the
subscript ‘t’. That is, both X and Y, are in the same time period, t. Thisimplies that the
system is always observed in an equilibrium position. However, introducing lagged
values of X change the nature of the relationship by introducing a dynamic element. This
new relationship is expressed in Equation (4.) below:

Yi=a+ b X; + boXig + Kt (4)
Equation (4.) isaDynamic Model. Now if X increases by one unit, the expected value of
Y increases immediately by by, but the full range of (b, + by) unitsisonly felt after one

whole time period has passed. A system such as Equation (4.) is not in equilibrium. The
system has been disturbed and is adjusting from one equilibrium state to another. Further,

CTDOL-Office of Research Methodology—CT Industry Employment Forecasts 11



the adjustment is not instantaneous. In the case of Equation (4.), adjustment takes one

whole period.

An aternative way of introducing dynamic effects into amodel is by means of alagged
dependent variable. Equation (5.), below, is an example of amodel with alagged
dependent variable:

Yi=a+ aYi + Mt (5)

Equation (5.) isalso known as an Autoregression (AR). AR models will be discussed in
more detail under Autoregressive Moving Average (ARMA) in the section on the
methodology used in producing the Detailed-Level Forecasts. Equation (6.), below,
combines the features of Equation (4.), a Dynamic Time-Series Regression, with

Equation (5.), an AR model, to specify an AR model with Exogenous variables:

Yi=a+ aYer + bX; +bXig + Kt (6)

Forecasting Connecticut’s Short-Term, Top-Line, Non-Agricultural Employment: An
AR Modéd with Exogenous Variables. The model presented as Equation (7.), below, was
used in making the Super-Control Total for the second-quarter 2006, Short-Term
Employment Forecast. The template for specifying the Connecticut model is Equation
(6.), above.

In(E)=a+ X -1 ;S + by (POST2000) + by(TREND) + bs(SPLINE) +
byIn(Et.;) + bsinN(USNFEmMp); + bgln(USNFEmMp):.1 +

b:(CURMDIff), + bg(CURMDiff)..1 (7.)

Where: In(E;) = the natural log of the level of Connecticut Non-
Agricultural Employment for period t.
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In(E.1) = Autoregressive term (Endogenous variable) representing the
natural logs of past levels of Connecticut Non-Agricultural
Employment in period t-1.

S = Seasonal Dummies to capture seasonal variation in Connecticut Non-

Agricultural Employment.

POST2000 = A dummy variable coded ‘1’ for time periods after
December 2000 to capture the effects of the bursting of the Stock-
Market Bubble, collapse of Business Investment Spending, the 2001
Recession, the September 11™ Attacks, and the Corporate scandals
that all followed in the subsequent period. It iscoded ‘O’ for the
sample period preceding January 2001.

TREND = A linear time index representing the long-term economic and
demographic forces effecting the secular growth rate in

Connecticut’s Non-Agricultural Employment.

SPLINE = This represents the structural break in the Connecticut Non-
Agricultural Employment series at July 2000. It is the point at which
U.S. Business Investment spending collapsed, and U.S. Industrial
Production began contracting. The effects on Connecticut’s Labor
Market were amost immediate. The State’ s employment-cycle
expansion peaked at this point, and then began declining afterward.

CURMD:Iff;, CURMD:iff; = Exogenous variables representing the current
level of the Capacity Utilization Rate (CUR) Differencein
Manufacturing, and the lagged level at period t-1.. It isformed by
subtracting the CUR, for agiven period for Manufacturing, from the

long-run average CUR in Manufacturing.
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IN(USNFEmMp), IN(USNFEmp.1) = Exogenous variables representing the
level of U.S. Non-Farm Employment for the current period, and

lagged one period.

o, bi- b;= The Model Parameters

t = Subscript ‘t’ indicates the time period.

The model was estimated using RATS Version 6. At this point, it iscritical to briefly

digress and discuss afew econometric software issues.

The software developed by the consortium of states, lead by Illinois and Utah, to provide
states' Labor Market Information units with atool to produce relatively uniform short-
term, industry employment forecasts is the Short-Term Industry Projections (STIP)
system. The forecaster using the STIP system has five models to choose from:
Exponential Smoothing (with several options), Single-Equation Linear Regression,
univariate time-series models: Autoregressive Moving Average (ARMA); multivariate
time-series models: Vector Autoregression (VAR) and Bayesian VAR (BVAR)®. Mix
gives aweighted average forecast based on the five models available in the STIP system.
The Connecticut Department of Labor (CTDOL) uses the STIP system to produce the
Detailed-Level forecasts. An alternative set of Detailed-L evel forecasts may also be made
using the SAS/ETS Forecasting Procedure or the Interactive Forecasting Menu. However,
the Super-Control and Control forecasts are produced using RATS, and possibly EViews
in the future. Since the STIP system automatically internally forecasts any imported
exogenous variables, previously forecasted exogenous variables are ignored in estimating
the models. Consequently, to use outside vendors' forecasts of exogenous variables (or,
even if internally forecasted), in building and estimating forecasting models, RATS,
EViews, or SAS must be used. For this reason, the Super-Control and Control forecasts
cannot be produced using the STIP system.
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With the above considerations in mind, the discussion now turnsto the details of
Equation (7.) above. The model was estimated using monthly data, though the final
forecasts are published in quarterly form. In regard to the model, the first feature to note
isthe transformation of the dependent variable Connecticut Non-Agricultural
Employment, E;. It appearsin the model as a natural log transformation. The actual form
of the path through time of Connecticut Employment is non-linear. Thisis depicted in
Graph 3, below.

GRAPH 3: The Level of CT Non-Agricultural Employment:
January 1996 to June 2004

1750000

1700000

1650000

1600000 -

1550000 -

1500000

1450000

1400000 LALLM O
- 1N O <« 10 OO «d W0 OO < 10 0 «d WU o d m 0 od mnuw o d m o0 «d W
>S>55>>55>3>5>3>3233>35>3>3>3>3>533>53>3
© © © I I I 00 00 00 O O O O O O d d 4 N N N O 0O MO I <
oD O O O O O 0O 0O O O O 0O O O O O O O O O O O O O O o
D OO O O O O O O O O O O O O O O O O O O O O O O O O
I Hd d A A Hd Hd A A Hd H NN NN NN NN NN NN NN

Since the forecasting model isalinear multiple regression, it is necessary that the model
be statistically estimated in linear form. For example, if afunctional relationship between
Connecticut employment, and its past value were linear, but, its relationship to atime

trend were exponential, then this would be expressed as Equation (8.), below:

E=AxeTREND) 4 o (8)
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Again, referring to Graph 3, above, the long-term trend in the level of Connecticut Non-
Agricultural Employment is clearly non-linear. But, Equation (8.) must be transformed
into alinear form in order to be estimated as alinear regression. By taking the natural log
of both sides of Equation (8.), itslinear version is obtained, and it is expressed as
Equation (9.) below:

In(E) = In(A) + TREND + In(Ev.1) (9.)

o(TREND)

The multiplicative expression, A* , In Equation (8.) has been trans formed into

the two separate linear and additive terms, In(A) and TREND in Equation (9.) through a
log transformation. Thisis known asthe Log-Log Linear form. Equation (9.) isnow in a
form where it can be estimated as alinear regression model. Thisisthe same
transformation that was applied to Connecticut’ s Super-Control Forecast Model. The
result was the form of the Super-Control Model presented as Equation (7.), above.

Turning to the specifics of the Connecticut Forecasting Model, Table 2, below,
reproduces Table 1, but within the context of the Connecticut Model. As discussed in
Section |1, results from research have shown that the critical factor to understanding
forecast failure depends on the behavior of the deterministic terms, and whether or not
they have been accurately captured in the forecasting model. As shown in Table 2, the
Connecticut model captures the Deter ministic terms by including a constant, Seasonal
Dummies (S, wherei=1, 2, ..., 11)" to capture the seasonal cycle, since the industry
employment data are not seasonally adjusted, the TREND variable to capture the long-
run growth-rate in Connecticut’s Non-Agricultural Employment, and two variables to
capture structural change. The SPLINE variable captures the structural change in the
growth-path of Connecticut after the collapse in Business Investment and the contraction
in Industrial Production in July 2000.

" Though there are twelve months in the year, only 11 seasonal dummies are included in the model because
it includes an intercept. If there were no intercept in the model, then the forecaster would include 12
dummies to capture the seasonal variation within ayear for monthly data.
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TABLE 2. COMPONENTS OF CONNECTICUT’SFORECASTING MODEL

COMPONENT VARIABLES FUNCTION OR PURPOSE
To capture seasonal cycles, averages
INTERCEPT, S, and steady growth over the long-run,
Determinist Terms TREND, SPLINE, and structural shiftsin the State's
POST 2000 Economy. Their future values are
known.

To capture systematic variationin

Ln(E.y), CURMDIff,, | - te among aggregate

Observed Stochastic CURMDiff,., relationshipsin the U.S, and
. In(USNFEmMpy), : . .
Variables Connecticut economies. Their future
IN(USNFEmMp..1)

values are unknown.

To capture random influences not
included in the Observed Stochastic
Variables that tend to cancel each other
Unobserved Errors K out. All of the values (past, present,
and future) are unknown—although,
perhaps estimable in the context of a
model.

This had an immediate impact on Connecticut, as employment peaked in July, and then
declined. Also capturing the shift in the economy after 2000, is the dummy variable
POST2000. To illustrate how critical the deterministic components of the model are to
forecasting, two examples are provided in Graphs 4 and 5, below. Graph 4 illustrates the
forecast failure that would occur if, in addition to the intercept and seasonal dummies, the
model only included alinear trend (i.e., the variable TREND) to capture long-run factors
effecting Connecticut’s employment growth-rate. Without accounting for the structural
break in the economy that occurred in the year 2000, the model predicts Connecticut’s
Non-Agricultural Employment to continue on its pre-2000 trajectory, and asa
consequence, the forecast seriously misses the mark. Graph 5 depicts the forecast of
employ after accounting for the structural breaks in the year 2000. Without even
including the stochastic variables in the model, it tracks and forecasts well.
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GRAPH 4: CT Short-Term Employments Forecasts: An
Example of Forecast Failure
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The critical nature of getting the deterministic components of the model right motivated
an approach to forecast model-building that follows a modification of Francis X.
Diebold’s approach to forecasting in the second edition of his text, Elements of
Forecasting, published in 2001 by Southwestern’. His approach is to first, account for
seasonality and trend in the specified forecasting model. At this point, the forecaster
should be left with an error series with avery nice cyclical pattern. To complete the
process, Diebold then uses autoregressive terms to model the cyclical component of the
example time series. Though he did not use this sequential approach to model the
classical time-series componentsin his discussion of regression, it wasliterally followed
in the approach to building and estimating the Super-Control model. Once the seasonal
and trend components, as well as any structural breaks, have been isolated, the forecaster
isthen left with acyclical pattern in the error series (as discussed above). At this point,
the opportunity then exists to focus attention on those exogenous factorsin the U.S,,
Connecticut, and regional economies that account for the observed movement in the level

of employment over the business cycle.

To account for the systematic variation in movements among aggregate relationshipsin
the U.S, and Connecticut economies, over the business cycle, the Connecticut model
includes the following Observed Stochastic Variables: In(E:.;), CURMDiIff;,
CURMD:Iff.q, IN(USNFEmMpy), and IN(USNFEmMp:.;). The lagged value of Connecticut
Employment, In(E:.1), accounts for the influence the level of the immediate past period of
employment has on the current-period’s level of employment. However, the previous
period’ s employment does not have a 100% influence on the current level of
employment. Itsinfluence is discounted by b, the regression coefficient for In(E.1), in
Equation (7.), the Super-Control Model. Thisimplies that the absolute value of b, must
be less than one. In notation, this would be expressed as:| b, | < 1. Further implications of
this requirement will be discussed below in Section 11 on ARMA. It should also be noted
at this point, that since the dependent variable and the AR term are both in logs, rather
than levels, the regression, or slope coefficient, by, is now interpreted as the percent job-
change in the current period, due to a one-percent change in jobs at period t-1, not the
change in the number of jobs. The variables, CURMDiff; and CURMDiffy.,, appear in the
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model as levels, not logs, thus, the percent change in Connecticut Employment is
interpreted as the result of a percentage-point change in the CUR difference. CURMDiff;
and CURMDiffy.; capture the influence of the current and lagged-period level of capacity
utilization in U.S. Manufacturing, relative to its average utilization rate over the long-run
(defined by the Federal Reserve Board as the 1972-2003 Period). As of December 2004,
the long-run utilization rate for Manufacturing is 80.1%. Thus, for a given current period,
if the actual capacity utilization exceeded its long-run average, then CURMDIff; > 0. If
the utilization rate at the current period (period t) were below the long-run average
utilization, then CURMDiff; < 0. The same results would apply to CURMDiffy.1. If there
is a one percentage-point increase in CUR Difference in U.S. Manufacturing, the percent
change in Connecticut Employment increases immediately by b7, (see Equation (7.)
above), but the full range of the (b; + bg) percent change is only felt after one whole time
period has passed, or in the case of the Connecticut Model, since it is monthly data, after
one whole month has passed. The strong positive relationship between the level of U.S.
Non-Farm Employment and Connecticut Non-Farm Employment has already been
introduced in the scatter plot in Graph 2, above. The two exogenous variables,
IN(USNFEmMp), and IN(USNFEmMp.1), which are in log form, represent the influence of
the level of U.S. Non-Farm Employment on the level of Connecticut Non-Farm
Employment over the business cycle. Since the U.S. Employment variableisin log form,
the regression coefficients, bs and bg, are interpreted as indicating the percent-change in
Connecticut’s Employment due to a one-percent change in U.S. Employment in the
current month, or the immediate past month. Thus, if U.S. Non-Farm Employment
increases by one percent, Connecticut Employment increases immediately by bs, but the
full range of (bs + bg) percent increase in jobsisonly felt after one whole month. Having
defined and discussed the variables in the model, the section below turnsto the

estimation results.

Model Estimation and Forecasting. The model-estimation results are presented in
Tables 3 and 4. Though significance levels are asterisked for p-values below the 10%,
5%, and 1% probability of a Type | («-level), their statistical significance is not critical

when using amodel for forecasting.
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TABLE 3: PARAMETER ESTIMATES FOR SUPER-CONTROL MODEL

Variable Coeff StdErr | T-Stat Signif
1 Constant -1.0059 | 0.4306 | -2.3359 | 0.0208**
2 FEBRUARY -0.0031 | 0.0065 | -0.4725 0.6372
3 MARCH 0.0043 | 0.0069 | 0.6279 0.5310
4 APRIL 0.0021 | 0.0072 | 0.2897 0.7724
5 wmaAy 0.0032 | 0.0074 | 0.4326 0.6659
6 JUNE 0.0063 | 0.0068 | 0.9265 0.3557
7 JuLy -0.0114 | 0.0034 | -3.4126 | 0.0008***
8 AuGusT -0.0005 | 0.0058 | -0.0860 0.9316
9 SEPTEMBER 0.0142 | 0.0072 1.9774 0.0498*+
10 OCTOBER 0.0006 | 0.0068 | 0.0954 0.9242
11 NOVEMBER 0.0056 | 0.0062 | 0.9016 0.3687
12 DECEMBER 0.0093 0.0055 1.6875 0.0935%
13 POST2000 -0.0260 | 0.0129 | -2.0130 | 0.0459**
14 TREND -0.0004 | 0.0001 | -3.0050 | 0.0031***
15 SPLINE3 0.0002 | 0.0001 2.1437 0.0336**
16 LNCTNAGEM{1} 0.8525 0.0390 | 21.8838 | 0.0000***
17 LNUSNFEMP 1.2791 | 0.2559 | 4.9977 | 0.0000***
18 LNUSNFEMP{1}| -1.0111 | 0.2436 | -4.1506 | 0.0001***
19 CURMDIFF 0.0010 0.0007 1.4081 0.1611
20 CcurMDIFF{1} | -0.0015 | 0.0007 | -2.1628 | 0.0321**

0.05<p<=010* 00l<p<O005** p<=0.01***

TABLE 4: ESTIMATION STATISTICS FOR SUPER-CONTROL MODEL

Linear Regression Estimation by Least Squares
Dependent Variable LNCTNAGEM

Monthly Data From 1990:02 To 2004:06
Usable Observations 173
Degrees of Freedom 153

Centered R**2 = 0.99409
R Bar **2 = 0.993357

Mean of Dependent Variable = 14.27078
Std Error of Dependent Variable = 0.0399579
Standard Error of Estimate = 0.003257
Sum of Squared Residuals = 0.001623
Durbin-Watson Statistic = 1.98219

Nevertheless, save CURMDIff;, al the coefficients for most of the structural components,
the AR term, and exogenous variables were significant at an «-level of 10%, or lower.

The Adjusted R?, 0.99 is to be expected for a time-series regression model. In fact, an
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Adjusted R? less than 0.90, in the time-series context, may suggest a problem with the
model. The Durbin-Watson statistic of 1.98 indicates that there is no problem with first-
order autocorrelation in the errors. Although there appears to be autocorrelation in the
error seriesfive lags back, and the Ljung-Box Q-Statistic of 47.61, with a p-value < 0.001
(not shown in the tables), indicates that the error series is not white noise (the concept of
White Noise is discussed below in Section I11). Whether or not this presents a problem

with the model depends on how it forecasts.

To test the ability of the model to forecast, the model was re-estimated, but only using
data from January 1990 to December 2001. Data over the period January 2002-December
2003 were held out to test how well the model forecasts out of sample. The results appear
in Graph 6. Asindicated above, the forecasts themselves are expressed quarterly.
Therefore, in Graph 6, the estimation period is 1998:Q1-2001:Q4, and the holdout period

is 2001:Q4 to 2003:Q4.

GRAPH 6: CT Non-Ag Emp: Estimation:
1998:Q4-2001:Q, Holdout: 2001:Q4-2003:Q4
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The forecast over the holdout period is known as an Ex Post forecast since both the
endogenous variables and the exogenous, explanatory variables are known with certainty.
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Thus, the ex post forecast can be checked against the existing data and provide a means
of evaluating the forecasting model®. Whereas, an Ex Ante forecast predicts values of the
independent variable, in this case, the level of Connecticut Employment, beyond the
estimation period using explanatory variables that may or may not be known with
certainty. Also, the ex post forecast, based on the holdout sample, is an Unconditional
Forecast since the values of the explanatory variables are known with certainty. When
the actual forecast is made, forecasts of the exogenous variables are obtained from an
outside vendor (see Appendix A). This means that the actual forecast is a Conditional

Forecast since the values of the explanatory variables are not known with certainty.

In addition to the Time-Series Forecast shown in Graph 6, which projects future values
of atime-series, the forecaster may also want to evaluate the model’ s ability to make
Event-Timing Forecasts. In this case, there is an event that is certain to happen, but its
timing is unknown®. Within the context of economic and labor-market forecasting, this
would involve forecasting turning points in the business and employment cycles. One of
the ways to evaluate an Event-Timing forecast iswith a Turning-Point Error Diagram’®.
The Turning-Point Error Diagram for the Time-Series Forecast presented in Graph 6 is
depicted in Graph 7. In Graph 7, the actual turning points are measured along the
horizontal axis, and the forecasted turning points are measured along the vertical axis.
The 45-degree line represents the locus of points that would obtain from making perfect
forecasts. The quadrants are numbered | to IV in a counterclockwise direction. Pointsin
Quadrants | and I11 represent correctly identifying turning points. Points in Quadrant |1
represent instances where the model predicts false turning points. Points in Quadrant 1V
are instances where the model missed actual turning points. Graph 7 indicates that the
model, at least based on graphical analysis, did fairly well in predicting actual turning
points, and it avoided predicting false turning points.
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GRAPH 7: Turning Point Analysis: Forecast vs.
Actual CT Non-Ag Emp -Holdout Sample
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As helpful as the above graphical evaluation has been for evaluating the forecasting
model, the next step should be to a more precise eval uation using quantitative measures
of forecast performance. In fact both, graphical and quantitative methods should be used
to evaluate forecast performance. Some of the more frequently used quantitative tools for
evaluating the performance of aforecast are presented in Table 5, below. The criteria
used most often to evaluate the Connecticut models are the BIAS (or Mean Error), MAE
(Mean Absolute Error), MPE (Mean Percent Error), MAPE (Mean Absolute Percent
Error), and the RM SFE (Root Mean Square Forecast Error). Particularly, the MAPE, and
comparing the difference between the RMSFE and the MAE are used to evaluate a
model’ s forecasts. Since, the Mean Square Forecast Error (M SFE) penalizes large errors,
a RM SFE much larger than the MAE would signal large errors at some observations.

Two aspects of the Connecticut model were tested using the above evaluation criteria: the

within-sample model fit, and the model’ s out-of-sample forecasting ability. The results
are presented in Tables 6 and 7 below.
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TABLE 5: Quantitative Forecast Evaluation Criteria

Evaluation Statistic

Description

Comments

BIAS (Mean Error)

UnX iz (R—Yy)

Measure the average
forecast error expressed in
the units of the forecasted
variable. Also referred to as
the Bias, because its sign
will indicate whether, on
average, the moddl is
overforecasting (-) or
underforecasting (+).

MPE (M ean Percent
Error)

1n Z% = [(Fe= Y9/ Y]

The Bias expressed in
relative terms.

MAE (Mean Absolute
Error)

1/n Eni:]_ |Ft _Ytl

Thisisthe mean of the
absolute value of the
forecast errors. It measures
the absolute size of the
average forecast error in the
units of the forecasted
variable.

MAPE (M ean Absolute
Percent Error)

1/n Eni:]_ [lFt —Ytll Yt]

Thisisthe MAE expressed
in relative terms.

RM SFE (Root M ean
Square Forecast Error)

[Un "o (F— Yt)z] v

This takes the square root of
the Mean Square Forecast
Error, thereby trandates it
back into the original units
of the forecasted variable.
Thisisthe one forecast-
evaluation statistic that will
not be used to compare
forecast performance across
models. It is compared with
the MAE within agiven
model. If the RMSFE is
much larger than the MAE
then there are some large
forecast errors.

SOURCE: Kennedy, Daniel W, PROPOSED SEEMINGLY UNRELATED REGRESSIONS (SUR) OPTION FOR
THE STIP FORECASTING SYSTEM (October 2002), Office of Research, Connecticut Labor Department:

Wethersfield, CT.
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TABLE 6: Within-Sample M odel Fit

PERIOD Bias MPE | MAE MAPE RMSFE
First Seven 1,944 | 0.12 | 3,804 0.23 4,503
Middle Seven 757 0.05 | 3,894 0.24 4,444
Last Eight -302 | -0.02 | 2,437 0.15 3,546
Full Period 750 0.05 | 3,335 0.20 4,160

TABLE 7: Out-of-Sample Model Perfor mance

PERIOD Bias | MPE | MAE | MAPE RMSFE
First Seven 1,796 | 0.11 | 3,697 0.23 4,441
Middle Seven 2,316 | 0.14 | 3,352 0.20 4,857
Last Seven 4,638 | 0.29 | 4,861 0.30 5,854
Full Period 2,917 | 0.18 | 3,970 0.24 5,085
Holdout Period 5,421 | 0.33 | 5,615 0.35 6,695

Table 6 presents the results of full-sample estimation of the Connecticut, Super-Control
Forecasting Model. Historical data from January 1990 to December 2003 were used to
estimate the parameters. As discussed above, the final results are expressed quarterly by
taking the monthly average for the three months comprising each quarter. The last 21
observations were evaluated. They were broken up into three equal periods. The full
range was also evaluated. The model seemsto fit the datafairly well. The MAPE is
0.20%. Though the relative Biasis very small at 0.05%, the larger RM SFE relative to the
MAE indicates that, though they tend to cancel each other out, there are some relatively
larger errors at afew observations. A good sign is that the MAPE declines over the last
eight evaluation quarters indicating that the model islearning asit gets closer to the end
of the historical data, acritical region for a forecasting model. In summary, the model
seems to fit the historical series quite well, but can it forecast? Table 7 turns to addressing
that question.

After evaluating the fit, the model was re-estimated with a holdout sample. That is, only

the data from January 1990 to December 2001 were used to estimate the parameters. The
data from January 2002 to December 2003 were held out to test the model’ s ability to
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forecast out-of-sample. Again, the forecasts are presented as quarterly data. Analysis of
the historical fit of the holdout isin black font. Out-of-sample results are in blue
boldface. The overall MAPE at 0.24% is still a good performance, though it deteriorated
dlightly over the last part of the historical range. The Bias increased slightly to 0.18%,
and the difference between the MAE and the RM SFE increased slightly. These results are
not surprising since information is lost when estimating with a holdout sample. Critical to
the model’ s ability to forecast are the out-of-sample evaluation criteria, in blue boldface,
in the last row of Table 7. The period covered in the last row of Table 7 is the January
2002-December 2003 Holdout Period, which, again, are expressed in, and evaluated in,
quarterly terms. The MAPE for the ex post forecast period is 0.33%. The relative Bias
(MPE) is 0.33%. The absolute difference between the MAE and RM SFE is about the
same. And, since their magnitudes are dlightly larger over the holdout period, the relative
difference declined. Based on the resultsin Table 7, the model seems to be forecasting
fairly well. Graph 6, above, illustrated the time-series forecast for the holdout model.
Graphs 7 and 8, show the forecasts versus the actual for the percent change in jobs and
the change in jobs, measured fourth-quarter-to-fourth-quarter over the 2001-2003 Ex Post
Forecast Period for 2002 and 2003.

From Graphs 8 and 9, it is apparent that the model did a much better job forecasting over
thefirst year of the forecast period, relative to the second year. Thisis to be expected. As
the forecasted period becomes further from the mean of the series, which contains the
most sample information,™ it moves out of the range of experience used to estimate the
model. Thus, the further out the forecast goes the larger the error. Forecasting too far
beyond the historical rangeis perilous.

Finally, the actual values and the forecasts, over the holdout period are presented in Table

8, below. The next section turns to the methodology used in producing the Control
Forecasts.
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TABLE 8: Actual Values vs. Forecasts of CT Employment,
Holdout Period-2001: Q4-2003:Q4
Date CT Employ | Forecast Fore Diff %Diff
Act-Fore Act-Fore
2001:Q4* | 1,667,862 | 1,667,788 74 0.0044
2002:Q1 1,629,535 1,618,639 10,896 0.6732
2002:Q2 1,656,557 1,644,696 11,862 0.7212
2002:Q3 1,621,203 | 1,617,321 3,882 0.2400
2002:Q4 1,645,689 | 1,646,467 779 -0.0473
2003:Q1 1,603,407 | 1,598,128 5,279 0.3303
2003:Q2 1,625,446 | 1,621,223 4,222 0.2604
2003:Q3 1,599,515 | 1,597,217 2,298 0.1439
2003:Q4 1,637,144 | 1,631,440 5,704 0.3496

*Last Historical Data Point, which serves as the Base Period for the Eight-Quarter Holdout
(Ex Post) Forecast.

Bewaretheldesof March (Minus Three Days)

The Ides of March, minus three days, is March 12". Why is this date important? It is
important, because, March 12" is the date of the annual Benchmarking of the
Establishment Survey data. The Establishment Survey is based on a statistical sample of
employers drawn from the Unemployment Insurance (Ul) Tax database called the
Quarterly Census of Employment and Wages (QCEW), formally known as the ES-202.
Benchmarking is done each year to account for any changes in information on the birth
and death of establishments, and in employment and wages, that may have occurred
between the time the sample was drawn and administered, and when the Non-Farm
Employment series is benchmarked. This brings up the issue of revisions to the data and
their effects on the forecast. In the following passage, Hendry and Clements relate data
revisions to Intercept Corrections to address Forecast Failure:

Revisionsto ‘first-release’ data are often substantial relative to the
growth of the variables being forecast, confirming the benefits of
appraising all available information about the forecast origin, and
suggesting ‘smoothing’ IC’s, but aformal analysisis not yet
available. (Hendry, David F. and Michael P. Clements, Economic
Forecasting: Some Lessons from Recent Research, October 22,
2001, ECB Conference on Forecasting Techniques, p. 19.)
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The March 2005 Benchmarking of the Establishment Survey resulted in some significant
revisions to the preliminary 2004 employment estimates for a number of states, including
Connecticut. Significant revisions from benchmarking are more likely to occur when the
economy enters a turning point in the business cycle. In 2004 and 2005, the Economy
experienced more than one turn, as it went from the * Soft Patch’ of the first half of 2004,
to the expansion of the last half of 2004, to * Soft Patch II’ in the middle of 2005. These
are the very conditions that are conducive to producing larger revisions during the
benchmarking process. And, it affected the Short-Term forecast of Connecticut
Employment, especialy for the fourth quarter of 2004 (2004:Q4). Thus, even if, asin the
last section, the forecast evaluation indicates that the forecast is on track, it does not
necessarily mean that forecast failure has been avoided. If what is called * Optimality
Theory' held in forecasting practice, then economists’ forecasts would probably all pretty
much be on the mark This theory of forecasting relies on two key assumptions:. (1.) The
model is agood representation of the economy, and (2.) The structure of the economy

will remain relatively unchanged. But, as Clements and Henry observe:

Unfortunately, empirical experience in economic forecasting has

highlighted the poverty of these two assumptions. Such an

outcome should not be a surprise: al econometric models are mis-

specified, and all economies have been subject to important

unanticipated shifts...(p.4, Economic Forecasting: Some Lessons

from Recent Research, 2001.)
The Connecticut Short-Term Employment forecasts covering the four quarters for the
2004 calendar year illustrate the point. Graph 10, below, presents the quarterly time-
series of the two forecasts that include forecasts for fourth-quarter 2004 Connecticut
Employment: the May 2004 Short-Term Forecast, and the September 2004 Short-Term
forecast. In addition, both forecasts are compared to the initial 2004 estimates based on
the 2003 Benchmarked (BM) time-series data, and the final values (through the third
quarter of 2004), based on the 2004 BM time-series data. As depicted in Graph 10,
below, it isin the second half of 2004 where the 2003 BM and 2004 BM data part

company, especialy in the fourth quarter.
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GRAPH 10: May and Sep 2004 Forecasts -
2003 vs 2004 BM Data
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Asit turned out, based on quarterly time-series data, the May 2004 Time-Series, or
Extrapolation, Forecast actually tracked the 2004 BM data better than the September
2004 Time-Series Forecast. And, it tacked the 2003 BM data very well. Both forecasts
expected growth to accelerate in the last half of 2004, however, both underestimated the
magnitude of that acceleration, especially for the fourth quarter. In addition to comparing
the forecasted levelsto the actual levels, it is aso instructive to compare the forecasted
growth in employment to the actual growth in employment.

Graph 11 below, compares Connecticut employment-growth between the fourth quarter
of 2003 and the fourth quarter of 2004, as forecasted by the May 2004 Forecast, and the
September 2004. Both fourth-quarter-to-fourth-quarter forecasts are also compared to the
growth based on the 2003 BM and 2004 BM data. Graph 12, below, makes the same
comparisons, except it is based on the forecasts and benchmarked data for annual-average

employment-growth between 2003 and 2004.
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GRAPH 11: Forecast vs Actual CT Employment-Change, 2003:Q4-04:Q4
(Compared to the Change in 2003 and 2004 BM Data)
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It is clear from Graph 11 that, both, the May 2004 and September 2004 forecasts were
very close to predicting the 2003 to 2004, fourth-quarter employment-growth, based on
the 2003 BM data. However, the 2004 BM data show that both forecasts significantly
underestimated Connecticut’s employment growth in the fourth quarter of 2004, on a
Year-to-Year (YTY) basis. However, the results are different when looking at the

predicted change in annual employment.

Turning to Graph 12, the 2003 BM data showed a slight decline in Connecticut’s Annual
Employment between 2003 and 2004. The May 2004 Forecast predicted adlight gain. On
the other hand, the September 2004 Forecast expected an annual increase of 6,500
between 2003 and 2004. Though it is not a particularly impressive gain, it was a
significant over-estimate of 2003-04 annual employment-growth, based on the 2003 BM
data, however, it was right in line with the annual employment-growth based on the 2004
BM data. To sum up, based on the 2004 BM, it appears that both the May and the
September 2004 forecasts significantly underestimated the surge in job-growth over the
fourth quarter of 2004. Nevertheless, the September 2004 Forecast did closely predict
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Connecticut’s growth in the average, annual level of employment between 2003 and
2004.

GRAPH 12: Forecast vs Actual CT Annual, Employment-Change,
2003-04 (Compared to Annual Change in 03 and 04 BM Data)
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The above results make it clear, that in addition to mis-specifying, or omitting
deterministic components from aforecasting model, significant revisions to the data can
also result in forecast failure. Such an outcome should not be a surprise, asal
econometric models are mis-specified, and all economies are subject to important
unanticipated shifts. Particularly, turning points in the business cycle can result in

structural changes in the time-series, and subsequent large revisions to the data.

Onefinal note on thisissue: now that the QCEW datais available sooner, the effects of
BM revisions should be reduced. For instance, the March 2005 Establishment Survey BM
had available QCEW data up to September 2004. This compares with June for the year
before, and March for all previous years. However, this still leaves the last quarter of the

year's data as estimates until the next year’ s benchmarking.
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C. TheControl-Total Forecasts of Connecticut Employment

The next level of forecasting detail, moving from the Super-Control Total down to more

detail, isthe set of Control-Total Forecasts. The control-total level of detail requires the

estimation of several different forecasting models. In most instances, these models draw

on the interrelationships between and among related industries to produce several

industry-employment forecasts simultaneously. Aswould be expected, considerably more

effort is put into building and estimating, both, the super-control total and the Control-
Total Forecasts than for the Detailed-Level Forecasts.

In order to capture inter-industry relationships, many of the Control-Total Forecasts are

produced using multivariate time-series methods. Particularly, Vector Autoregressions

(VAR) are used in many instances. This allows forecasting models to draw on economic

linkages and interconnectedness to construct feedback systems that tap into the direct and

indirect effects of employment-changes in agiven industry on other, related industries.

An example of agrouping of industries for forecasting the Control Totalsisthelink or
chain of Durable Goods sectors. A VAR constructed to capture this relationship would

contain endogenous variables for each stage along the production chain. Thisideais

depicted in Diagram 1, below.

DIAGRAM 1: Durable Goods Industry Chain: Recursive (Feedback) Mechanism
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In Diagram 1, say flat-screen TVs are produced at the plant in Stage | of the Production-
Distribution-Final-Sales Chain. They are then shipped to the warehouse-distribution

center in Stage I1. At Stage 111 in the chain, the TVs are delivered to the retail outlets and

purchased by consumers. However, there is also a feedback, because, if salesfall, then

the retailer will reduce his or her inventory demand from the warehouse. This, in turn,
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will result in the warehouse-distribution center reducing its shipments from the plant.
Finally, the plant will cut back on production and produce fewer runs. If, instead, the
retailer increased his or her ordersfor flat-screen TVs, then the opposite set of signals and
adjustments would be transmitted through the chain. Changes in the signals sent by firms,
at agiven stage of production-distribution-sales, ripple back and forth through the chain,
which causes firms at each stage to adjust their employment and output to meet each new
set of business conditions. It is precisely this kind of feedback mechanism that is well
suited to a VAR formulation. Other relationships also exist, such as, firms interacting at
the same stage of production, and interconnections at the same stage of production, and at
different stages, simultaneously. Much more detail on inter-firm and inter-industry
connections can be found in the literature on combining VAR’ s with Input-Output
Analysis* and Industry Clusters®. The next section turns to a detailed discussion of VAR

models and their role in the Connecticut Control Forecasts.

Vector Autoregression™® The Vector Autoregression (VAR) model is awidely used tool
in econometrics today, especially for forecasting. Developed by Sims (1980)™, it was
motivated as an answer to the large number of, what he called, ‘ haphazard’ restrictions
imposed on the equations that make up large multi-equation Macroeconomic models. He
proposed a new, and, what was then, radical alternative. He advocated an approach that
would estimate large-scale macroeconomic models as unrestricted reduced forms,
treating all variables as endogenous. Since then, the VAR approach has been widely
adapted as an econometric tool used for hypothesis-testing, impact analysis, and
forecasting in the areas of Finance, Macroeconomics, Regional Economics, and many
others. The following discussion presents the basics of the VAR as aforecasting tool.

The VAR can be thought of as a generalization of the AR process, (see the discussion of
the Super-Control Forecast, above), to two or more AR processes. Thus, aVAR isa
system of two or more simultaneous equations expressing two or more interrelated AR
processes. Central to the VAR, as introduced above, is the concept of a Recursive or,
Feedback Relationship. For example, say there are two time-series, y; and z;, and both

are AR(1) processes like the one encountered in Section B above. But now, y; is not only
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dependent on its own past value, y:.1, but also on the current and past values of z.
Likewise, z; is dependent, not only on z.1, but also ony; and y;.1. Thisrecursive

relationship can be expressed as follows:

Yi=awot Y1 + G2z + ey (10.)

Zy=Spot A1 Zt1 + S Y1 T Ex

It is assumed that ey and ey are serially uncorrelated but the Covariance, Cov(ey; ex),
need not be zero. If the variances and covariance are time invariant, then the Variance-

Covariance matrix can be written as:

O11 O12
Y =
Where: Var(e;) = oji and Cov(eyiex) = 012=021

The right-hand side of the VAR equations contains only pre-determined variables. Since
the error terms are serially uncorrelated with constant variances, each equation in the
system can be estimated using OLS. Moreover, OL S estimates are consistent and
asymptotically efficient. Even though the errors are correlated across equations,
estimation using Seemingly Unrelated Regressions (SUR) does not add to the efficiency
of the estimation procedure since both regressions have identical right-hand side

variables. (Thisissue will be taken up at length in Part C, below).

Example
To give an example from the industry short-term, employment forecasting context, and

drawing on the production-chain concept discussed above, the model below contains two
endogenous variables: the NAICS Industry 452, General Merchandise Stores in the Retail
Trade Sector (44-45), and, its associated industry is NAICS Industry 424, Merchant
Wholesalers-Non-Durable Goods in the Wholesale Trade Sector (42). A VAR forecasting
model reflecting the relationship between employment in the General Merchandise Stores
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industry and employment in Merchant Wholesalers, assuming one effects the other with a

one-month lag, could be expressed as follows:
EM= apo+ @ E™ii + ap B + en (11)
EYWi= @+ @ E"Vii + 8 BV + e

Where: E°M; = Employment in General Merchandise stores at time period
(month) t.

EMW, = Employment in Merchandise Wholesalers at time period
(month) t.

Ao, Ao = Intercepts (Constants) of the two regression equations.

a1, Ao, A1, A = Regression (Slope) Coefficients of the two

regression equations.

As discussed above, the VAR is composed of AR processesin arecursive systemin
which all variables are endogenous to the process. That is, all variables are determined
within the specified system of equations that make up the VAR. Variables determined

within the system are called Endogenous. In the above example, both General

EGM EMW

Merchandise Employment (E~";) and Merchandise Wholesalers Employment (E™ ") are
endogenous variables. However, there may be instances in which the forecast of
employment may be improved by including variables that have been determined outside
the system. These variables are known as Exogenous Variables. Exogenous variables
may be stochastic (e.g., Income) or Non-Stochastic (e.g., Seasonal Dummy Variables).
For example, to improve on forecasts of General Merchandise and Merchant Wholesale
employment, exogenous variables representing certain, common, or shared, economic

phenomena that may effect employment in both industries, such as Interest Rates,
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Income, and a set of dummy variables to capture seasonal effects on these industries

activities. The new model would be expressed as:

38

EM=ap+ay E™My + ap EMYy + 3% D+ YY + pR+ ey (12.)

EVVi= @0+ 81 E"1+ @ B + T aDi+yY + R+ ex

Where: E°M; = Employment in General Merchandise stores at time

period (month) t.

EMY, = Employment in Merchandise Wholesalers at time period (month) t.

Quo, Ao = Intercepts (Constants) of the two regression equations.

Qu1, 12, 1, & = Regression (Slope) Coefficients for the endogenous variables

in the two regression equations.

o, vy, @ =Regression (Slope) Coefficients for the exogenous variablesin the

two regression equations.

™., D; = Eleven Seasonal Dummies representing any seasonal effects on
employment in the two industries. (Why only 11? This follows the rule
that, with an intercept in the model, the number of dummies equals one
minus the number of categories.)

Y= Income

R= the appropriate interest rate.
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The above extension of the VAR model is known as a Dynamic Simultaneous Equations
Model*®, or Dynamic SEM. Notice, in the above, expanded model, that the two
employment series are determined within the system, while Income and Interest Rates are
determined from outside the model, and not by the model itself. That is, there are no
equationsin the system for Income and Interest Rates. The dummies for seasonal effects

are deterministic (i.e., non-stochastic) variables.

The VAR models, and extensions, discussed above, are predicated on the use of Classical
Satistical methods to estimate their parameters. Within the Classical framework, an
unbiased estimator is considered desirable because, as more and more samples are taken,
the average value of the sample estimates tends toward the value of the unknown

popul ation parameter. In the class of unbiased estimators, a minimum variance estimator
is preferred, because, on average, it yields values that are closer to the real parameter
than those obtained from any other unbiased estimator. Basically, evaluation takes place
within arepeated sampling context because classical analysis prefers techniques with a
high probability of giving the correct result, and probability is defined in terms of the

limit of a relative frequency.

Bayesian Vector Autoregressi on’Ina Bayesian framework, probability is defined in
terms of a degree of belief. And, although the properties of estimators and testsin
repeated samples are of some interest, they do not provide the main basis for inference
and estimator choice. The probability of an event is given by an individual’s belief in
how likely or unlikely the event isto occur. This belief may depend on qualitative or
guantitative information, or both, but it does not necessarily depend on the relative
frequency of the event in alarge number of future hypothetical experiments. Further, in a
Bayesian framework, parameters are treated as random variables. However, thisis not
to be construed as the notion that different values of the parameter are obtained as a result
of different outcomes of an experiment, but, instead, as the idea that there is a subjective
probability distribution associated with a parameter that describes the state of knowledge
about that parameter. In the classical framework, because a parameter isfixed in repeated
samples, a probability distribution cannot be assigned to the parameter.
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The Bayesian subjective probability distribution on a parameter summarizes an
individual’ s knowledge about that parameter. The knowledge may exist before observing
any sample information. Thisis known asthe Prior Distribution. If knowledge is derived
from both prior and sample information, then it is reflected in the Posterior Distribution.
A posterior distribution in relation to some past sample can be regarded as a prior
distribution in relation to a future sample. In either case, the subjective distribution isthe
source of all inferences about the unknown parameter. In contrast to the Classical
approach that concentrates on point estimates, the final objectivein a Bayesian
investigation is often attainment of the Posterior Distribution. The procedure that
combines a Prior distribution with sample information to form a Posterior distribution is
known as Bayes's Theorem'®. Bayes's Theorem is discussed in detail in Appendix B.
The BV AR approach provides an objective and reproducible procedure for combining a
forecaster’ s beliefs and data. For the reasons mentioned in Appendix B, this particular
system of Bayesian priorsis known as the Minnesota System of Prior Beliefs, or the

Minnesota Prior.

After completing the usual process of choosing the variables to be included in the VAR,
the prior beliefs about the values of each of the coefficientsin the equationsin the VAR
system can be expressed in the form of probabilities about which set of values will give
the best forecasts. In the Minnesota Prior, these probabilities can be described by
assigning a best guess and a measure of confidence to each coefficient in the model. Both
of these guesses would be quantitative (i.e., anumber). The best guessis set according to
the Random Walk Hypothesis. This hypothesis states that variables behave in such away,
that changes in their values are unpredictable. For such a variable, the best forecast of its
one-step ahead value is equal to its current value. To implement the random walk
hypothesis, the best guesses of the Minnesota Prior are that all coefficientsin the
eguation, save the most recent value, are zero. The coefficient for the most recent value is
guessed to be 1. In addition, the forecaster must supply a quantitative measure of
confidence in each best guess. Thisis expressed as the Prior Variance of the Coefficient.
The smaller the prior variance, the more confidence the forecaster has that his or her best

guess will be close to the forecast. With one exception, the system then proceeds in two

40 Methodology—CT Industry Employment Forecasts CTDOL—Office of Research



stages. First, the forecaster selects afew restrictions that group the prior variances and
mainly determine the relative sizes of the prior variances within each group. Second, the
forecaster selects arange of possible values for a scale factor that completes the
determination of the prior variances. The one exception to the two-stage processis the
procedure for determining the prior variance of the constant terms (intercepts) in each
equation. These variances are smply set to vary large numbers, which amounts to saying
that, at least over avery large range, the forecaster regards all possible values of the
constant term as almost equally likely. In other words, the forecaster iswilling to allow

the constant term to be determined by the data alone.

A specific example will help in understanding how this procedure works. To begin with,
the two-industry equation system from the VAR(1) example above is reproduced below,
except another lag has been added. Now, it isa VAR(2). Further, the perspective is from
the one-step-ahead forecast. Thus, the dependent variable now becomes ESM, , ; rather

than EGMt.
EMii1= ao+ an E™M + apE®™y + ag EMy, +

a B, + as BV + ais BV, + ey (13)

MW _ MW MW MW
E"+1= Gt E" " + Qo E "t + G ET 12 +

A EM + as EMy + as EMis + ey

Where: E®M; = Employment in General Merchandise stores at time period

(month) t.

EMY, = Employment in Merchandise Wholesalers at time period (month) t.

&y, Ao = Intercepts (Constants) of the two regression equations.
a1 - Ay and p1- as = Regression (Slope) Coefficients of the two regression

eguations.
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In the above equation, the first restriction takes the form of weights that shape the prior
variances of the coefficients of current and past values of the given variable. These values
are known as Direct, or Own lags (of the variable that the given equation forecasts). For
the General Merchandise Employment equation they are: E™,, E®M,.;, and E®M ... For
the Merchant Wholesalers Employment equation they are: EM™W,, EMW..,, and EMY,.,. The
Minnesota Prior asserts that the lessimportant a variable is believed to be for forecasting,
the greater the forecaster’ s confidence in his, or her, best guess of its coefficient (i.e., that
itsvalue is zero). Since more recent values of the variable are considered to be more
important for forecasting future values than those further into the past, the prior variances
of the direct lags should get smaller, or tighter, around the best guess, as the number of
lags increases. Asthe lag length increases, this feature of the Minnesota Prior, which
combines the random-walk best guess with increasing confidence that the coefficients are
zero for the direct-lag variables, will lead to good forecasts. The restriction isimposed by
weighting each direct-lag variance by 1/(k + 1), where k equal to the number of lags. In

EGM

the E°™ Equation, this means that the prior variances of the coefficients for E°™,.; and

E®M,, are one-half and one-third as large as the prior variance of the coefficient of ES™..

In the equation that forecasts a given variable, again using the E™ Equation as an
example, the second restriction takes the form of weights that shape the prior variances of
the current and past values of all variables, besides the given variable. In the ES
Equation, these variables are: EMY,, EMW,.1, and E""..,. These values are known as
Cross-Lags. The prior variances of the coefficients of the cross-lags have the same
relative sizes as the coefficients of the direct lags. In addition, the coefficients of the
cross-lags are each weighted by a direct-versus-cross variance factor, which gives the

Cross prior variances units that are comparable to the direct prior variances.

The first stage of the determination (i.e., the combined effect of the random walk and best
guess of the confidence levels), resultsin awide probability distribution for the current
value, which puts a high probability on the chance that the parameter value could be far
from the best guess. The distributions for the lagged values of the variables become
tighter and more peaked as the lag-length increases. This reflects the low probability
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assigned to the parameter value being vary far from the best guess. Further, it reflects the
forecasters belief that as lag-length increases, he or she isincreasingly confident that a

zero coefficient will be consistent with a model that forecasts well.

Once the relationships between the parameters for the direct- and cross-lag variables has
been specified, the next step to complete the specification of the prior variances, isto
pick anumber, a scale factor, called a Hyperparameter, for each group of parameters.
That Hyperparameter would simultaneously multiply all the weights assigned to the
coefficientsin the group and convert these weights from relative to absolute prior

variances.

To complete the second stage (assuming the forecaster was certain of the absolute size of
at least one of the variances within each group of relative variances), the appropriate
Hyperparameter would be assigned to each group, completing the specification of the
prior probabilities (i.e., best guesses and variances) of the model’ s coefficients. However,
instead of picking asingle probability distribution for the model’ s coefficients, the
forecaster specifies a group of similar probability distributions, one for each setting of the
Hyperparameters, and treats all the distributions within the group as equally likely.
Standard Bayesian statistical procedures would then be applied to the data to compute
revised (Posterior) coefficient probabilities for each possible setting of the
Hyperparameters. The final coefficient probabilities, and hence, the final forecast, would
be formed as aweighted average of these, with the weight attached to each proportional
to the probability that the setting of the Hyperparameters that generated it is consistent
with the historical data.

In the labor-market forecasting environment, sets of labor-market and economic data can
consist of the same cross-sectional sample and reflect outcomes of economic and labor-
market relations that exist at different pointsin time. In addition to time, geographical
areas (e.g., labor market areas) and employment in related industries are two examples
that give rise to the need for partitioning sample observations and thus defining a set of
economic relations. Because these economic relations may have parameters that vary

over time (e.g., months, quarters, years) and space (e.g., states, regions, labor market
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areas), these properties need to be recognized when specifying and estimating forecasting
models. Particularly, if separate, single-equation regression models were used to forecast
employment for the two industries (General Merchandise Retailers and Merchant
Wholesalers) in the VAR and BV AR examples above, then common economic
circumstances faced by these related industries (income, consumer sentiment, interest
rates, etc.) would be implicitly reflected in their error terms. If estimated by Ordinary
Least Squares (OLS) as a single-equation regression, these factors and their common
economic circumstances, reflected in the error terms, cannot be captured, and the OLS
estimates are inefficient. And, of course, OL S assumptions have been violated. Also, not
captured, is the recursive relationship between the two employment seriesin the above
VAR and BVAR example, since there is only one equation. Because the rest of the
eguations belonging to this system are ‘hidden’ when only one equation is estimated,
ZelIner™ referred to this phenomenon as Seemingly Unrelated Regressions. The next

section turns to this system for forecasting multiple time-series.

Seemingly Unrelated Regressions (SUR) or Near-VAR. Aswas made clear in the
previous section, the Vector Autoregression (VAR) has many advantages as a forecasting
tool. However, one disadvantage is the ‘ one-size-fits-all’ approach. However, thereisa
more flexible approach. The SUR approach was first suggested by Arnold Zellner
(1962)% in the early 1960's.

As discussed above, grouping industries according to similarities in the behavior of their
employment dynamics can be captured by taking advantage of the Vector Autoregression
(VAR) specification. Extensions of the VAR to the Dynamic SEM framework allows the
introduction of exogenous variables into the model to account for seasonality, business
cycles, industry-specific factors, and other influences external to the recursive

relationship reflected in the endogenous variables of the VAR system. However, the
VAR specification assumes that the matrices of independent variables across all
equations are the same and, that contemporaneous correlation among the error series

across equationsis minimal or nonexistent.
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However, in some cases, gains in forecasting accuracy may be realized by allowing for
differences in the size of the matrices of independent variables across equations, and for
taking into account instances of significant contemporaneous correlation. Thisis
especially important in regard to the set of exogenous variables. Under certain
circumstances, the restriction to a‘one-size-fits-all’ specification of the exogenous
variablesin the conventional VAR framework, compromises the ability to produce more

accurate forecasts.

The motivation for this approach arises from the adoption of a modification of Francis X.
Diebold’ s approach to forecasting in the second edition of his text, Elements of
Forecasting, published in 2001 by Southwestern. As detailed in Section I1, above, his
approach isto first, account for seasonality and trend in the specified forecasting model ™.
At this point, the forecaster should be |eft with an error series with avery nice cyclical
pattern. To complete the process, Diebold then uses autoregressive terms to model the
cyclica component of the example time series. Though he did not use this sequential
approach to model the classical time-series componentsin his discussion of regression or
VAR, his approach is adapted to specifying regressions and, within the multi-equation
framework, Seemingly Unrelated Regressions (SUR). Following the Equation (6.)
template, in Section |1, specifications are autoregressive models with exogenous
variables. (Thistype of specification, technically, recasts the model from a static SUR
system to a dynamic Near-VAR system). Once the seasonal and trend components have
been isolated, the forecaster is then left with a cyclical pattern in the error series (as
discussed above). At this point, the opportunity then exists to focus attention on those
exogenous factorsin the U.S. and Connecticut economies, and those specific to that

industry, that account for the observed behavior of employment over the business cycle.

The advantage offered by the SUR specification liesin its ability to capture structural
breaks that frequently occur at different points, or may not even apply to some seriesin

the system. Further, one equation may have statistically significant seasonality, while

" And, as also detailed in Section |1, getting the deterministic components of the model ‘right’ is critical to
avoiding catastrophic forecast failure.
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another may not. An example is the modeling and forecasting of the control totals (in this
case, at the NAICS three-digit level), for Connecticut’ s wholesal e trade employment
series. While the durable goods component displayed no discernible seasonality, there
was a strong seasonal movement in the non-durable Goods employment series. Both
employment series displayed structural breaks at the same point, and had similar trends.

EM = ap+an EMg+ ap By + 2o oD+ yY + YY1 + ex (14)

EMWi= @+ ap EMWia + @ By + Mo aDi+ @R+ @R + ey

Where: E®M; = Employment in General Merchandise stores at time period
(month) t.

EMW, = Employment in Merchandise Wholesalers at time period (month) t.

Ay, Ao = Intercepts (Constants) of the two regression equations.

au1, A2, A1, Ao = Regression (Slope) Coefficients for the endogenous
variablesin the two regression equations.

o, vy, @ = Regression (Slope) Coefficients for the exogenous variablesin
the two regression equations.

2.1 D = Eleven Seasonal Dummies representing any seasonal effects
on employment in the two industries. (Why only 11? This follows the
rule that, with an intercept in the model, the number of dummies
equals one minus the number of categories.)

Yt, Y1 = Income at periodst and t-1.

R, Ri.1 = Short-Term interest rates at periodst and t-1.
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Equations (14.) reproduces and modifies Equations (13.) used in the BVAR example.
But, now the General Merchandise stores has current-period and one-period lagged,
exogenous variables for Income, but there are no exogenous variables for Short-Term
Interest Rates. Also, the Merchandise Wholesalers' equation has current-period and one-
period lagged, exogenous variables for Short-Term Interest Rates but there are no
exogenous variables for Income. Since, current and lagged levels of income may play a
greater role in determining the level of employment in General Merchandise stores, and
since short-term credit plays alarge role in Merchandise Wholesalers' fortunes, its level
of employment may be more dependent on the level of Short-Term Interest Rates. Such a
specification would not be amenable to estimation as a Classical or Bayesian VAR. Since
the variables are not all the same, the problem of contemporaneous correlation arises
(see Appendix C). Further, both the endogenous variables might appear in one model, but
only onein the other, in the two-equation system of Equations (14.). Again, the SUR
problem would arise. The more flexible Near-V AR specification in Equations (14.)
allows the forecaster to capture those factors common to both industries in the two-
eguation system, on the one hand, but it also allows the introduction of variables that
represent factors effecting the level of employment that are unique to one industry’s

employment behavior in the system.

Clearly, in many instances, the VAR specification will produce the best resultsin
obtaining optimal forecasts. However, there are enough instances where circumstances
are such that a SUR or Near-VAR specification will clearly offer superior forecasts.
Further, tests such asthe LM Test (Breusch-Pagan) and the Likelihood Ratio Test can be
applied to determine whether a SUR specification should be explored, or whether OLSin
the form of aVAR, or even separate regressions would produce the optimal forecast

results.

Due to the number of models used to forecast the Control-Totals, the discussion will not
include an assessment of the empirical estimation of the control-total models, as did the
discussion of the Super-Control Forecast model. With that, the next section turnsto the

Detailed-Level Employment Forecasts.
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D. TheDetailed-L evel Forecasts of Connecticut Employment

Given the level of detail, the process for producing the Detailed-L evel Employment
forecasts is necessarily the most mechanical. There are some 100 three- and four-digit
level NAICS industries in Connecticut, which limits the amount of time and effort that
can be devoted to developing and estimating a given forecasting model. There are two
primary tools used for forecasting Connecticut Employment at the detailed level, the
Short-Term Industry Projections (STI1P) system developed by the consortium of states for
ALMIS (America s Labor Market Information System) to provide atool for states' LMI
(Labor Market Information) unitsto develop timely, relatively uniform employment
forecasts (see Section |, Introduction, to this paper). SAS/ETS, the Econometric and
Time-Series package is also used, particularly, the Forecasting Menu System, and PROC
FORECAST, the multiple-series forecasting utility.

The forecaster using the STIP system has five models to choose from: Exponential
Smoothing with Linear Trend and Random Walk options, OL S (single-equation, Linear
Regression), ARMA (Autoregressive Moving Average), VAR, and BVAR?. Mix givesa
weighted average forecast based on the five models available in the STIP system. Most of
the models used to forecast industry-employment at the Detailed-Level are multiple,
time-series systems. The VAR and BV AR specifications are drawn on quite frequently.
In addition to the specific employment-series being forecasted, other, related-industries
included inaVAR or BVAR, as endogenous variables, are those suggested by the inter-
industry relationships found in the 1997 Benchmarked, U.S. Input-Output Table.
However, in some instances, there are no related industries. In such cases, univariate
models are used to forecasts the employment series. There are two types of univariate
models used in the Connecticut Forecasts: Deterministic and Sochastic.

Exponential Smoothing is a weighted moving average making it an extension of the
moving average method®. In the Exponential Smoothing class of models, past values are
discounted such that those observations further in the past are assigned weights that give
them less influence over forecasts than values in the more recent past. And, these weights
decrease exponentially as the observations go further back in time. Additionally, in
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Exponential Smoothing, parameters are determined explicitly, and the parameters chosen

determine the weights assigned to observations.

The simplest exponential smoothing model is the Single Exponential Smoothing model
presented below:

Fir1= R+ a(Yi-F)

Where: F.;=Forecast at periodt + 1
F. = Forecast at period t
Y: = Actual value at period t
o = A constant between O and 1

To forecast avalue of the time-series Y, where F; is the forecast for period t, the first step
after observation Y becomes available, isto find the forecast error, Y- F.. Next, the
Single Exponential Smoothing model takes the forecast for the previous period and
adjustsit using the forecast error. The result, shown in the equation above, is the forecast
for time period F; + 1. Thus, the new forecast is the old forecast plus an adjustment for the
error in the previous forecast. When o« has avalue close to 1, the new forecast will have
been substantially adjusted for the error in the previous forecast. Conversely, an o.-value
close to 0 implies that the new forecast required very little adjustment. A large or small
value of « implies (in the opposite direction) asmall or large number of observations

when computing the moving average.

Exponential Smoothing involves a basic principal of negative feedback since it works
much like the control process employed by thermostats and automatic pilots. That is, the
past forecast error is used to correct the next forecast in a direction opposite to that of the
error. If properly applied, this procedure can be used to develop a self-adjusting process
that corrects for forecasting error automatically.

The general form, used in expressing exponential smoothing methods, can be stated by

re-writing the equation above as:
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Fier=aYy +(1- o)k

Where: Fi.,=Forecast at periodt + 1
F. = Forecast at period t
Y = Actua value at period t

o = The weight for the most recent observation (a constant
between 0 and 1)

1- o = Theweight for the most recent forecast.

This form requires only the most recent observation to make a forecast for the next

period.

In actual practice, the movements in the data the forecaster is confronted with will be too
complex to be adequately captured by the above Single Exponential Smoothing model.
Industry employment time-series are likely to contain trend and seasonal fluctuation
components. To adequately take into account these components of time-series, some
complexity must be added to the model. The Holt-Winters method expands on the Single
Exponential Smoothing model to include the ability to model Trend and Seasonal
components, as well asthe level of an employment time-series. The Holt-Winters method
is based on three smoothing equations: one for the level, one for the trend, and one for
seasonality. Thisisthe type of exponential smoothing model estimated by the STIP
system. Equation (4.4) from Chapter 4 (p.54) of A Primer for ALMIS Forecasting isre-
stated below:
Eiv1= S+ lte1-12
S=S.1+Ti1 +ag
Ti=Ti1 + aye
lt = li-2 +(1—)d e
Where: E:.; = Previous month’s employment level
S = Current month’s smoothed employment level
T: = Trend component
| ¢ = Seasonal component
o, Y, €,0=Model parameters
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The Autoregressive Moving Average (ARMA), model is the other univariate model used
in producing the detailed forecasts. Further, the ARMA is a stochastic or statistical,
model%. Introducing the concept of stochastic, processes brings up the issue of
Stationarity. Theterm’ARMA’ implies that the time-series modeled and forecasted is
Stationary. Theissueisacritical one, and therefore, it is discussed in detail in Appendix

D. Infact, the reader is urged to read Appendix D before proceeding to the next section.

Stationary Stochastic Processes®

Assume that a particular set of observations, ordered through time, are realizations of
random variables. And, moreover, assume that these random variables are only part of an
infinite sequence of variables. If these assumptions hold, then this sequenceiscalled a
Stochastic Process. More precisely, it is a Discrete Stochastic Process, because the time
index t assumes only integer values. If in addition to meeting these requirements, the
stochastic process al so adheres to the conditions set down (see Appendix D and the
discussion on stationarity), then the processis a Stationary Stochastic Process. The
following discussion turns to three stationary stochastic processes encountered in
building, estimating, and forecasting with univariate, statistic models.

Autoregressive Processes

The AR process was first introduced in Section |1 in the discussion of the Connecticut
Super-Control Forecast Model. It is now re-visited in more detail. In an Autoregressive
(AR) Process, agiven observation, y;, of a stochastic process, is dependent on its past
values. This dependence isimportant for forecasting. Information on past values of the
time-series can be used to predict future values of the variable. A ssmple example of a

process for which such a dependence exists is the AR Process:

Yi=pPYr1t &

Thisisan AR Process of Order 1 denoted: AR(1). That is, the current value, v, is
dependent on its immediate past value, or first lag, only. Further, it isimportant that
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| P | < 1, for this process to be stationary. Otherwise, the process would not converge.
From an intuitive perspective, if, when going back to earlier and earlier observationsin

the process (e.g., Yi-1, Yi2..... Yi-n) €ach past value has progressively less influence on the

value of the current observation, then each past value should be discounted at
progressively steeper rates. Thisis guaranteed if the absolute value of p islessthan one.
Finally, it is assumed that e is aWhite Noise process. This means that the e are assumed
to be Normally, Identically, and Independently Distributed with a mean of zero and a
constant variance. Thisimpliesthat a White Noise series is stationary.

Usually, the generating process of atime-series will be unknown, and, if the processis
stationary, it can have a process that is more complicated than the smple AR(1) given
above. In general, an Autoregreesive Process is of order p isindicated by the notation:
AR(p). Thisindicates that there can be more than onelag, thus, ‘p’ canbe‘l’, ‘2, etc. It
indicates the number of past values of the process, y;, needed to determine the value of

the current observation.

Moving Average Processes

If a process cannot be represented by alow-order AR process, then it can be re-stated as a
Moving Average (MA) process. In fact, it can be shown that any stationary AR process
can be written as an MA process. A Moving Average process is a process where the
current value, y;, is aweighted sum of the past values of the White-Noise series, g (also
known as I nnovations or, Random Shocks). The following expression is an example of
an MA of order 1:

yi=& +0eaa
Asfor the AR process, the MA process can be more complicated than the MA(1) above.

A higher order MA of order g is denoted by MA(q). An MA(q) process that can be

written as an infinite, stationary AR processis said to be I nvertible.
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ARMA Models

The task faced by the forecaster isto identify a parsimonious representation of the data-
generating process. Under certain conditions, the AR process will provide the best
representation, while other conditions may suggest an MA  representation. However,
there are many instances when the best, parsimonious representation is one that includes
both AR and MA terms. The simplest process would be that which combined an AR(1)
with an MA(1), and is presented below:

Vi=pYrat & +0e,

This processis called an Autoregressive Moving-Average Process of order (1,1). It is
denoted by: ARMA(1,1). Asfor the AR and MA processes, the ARMA process can be
generalized to alonger-lag representation by: ARMA(p,q). If the data were differenced
before being modeled, and have to be integrated (see discussion above) then the process
would be an Autoregressive I ntegrated Moving Average Process. If the datawere
differenced once to make it stationary then it is I ntegrated of order 1, denoted by 1(1). In
ARIMA notation, the above order-one process would be denoted by ARIMA(1,1,1).
Again, this can be generalized by the notation ARIMA(p,d,q). A seriesthat is stationary
after differencing it d timesis sometimes said to be Homogeneous Non-Sationary of
Degree d, or Integrated of order d denoted, I(d).

In practice, it can be difficult to adequately identify the orders of p and g. Thisis where
the acf and pacf become important tools in identifying ARMA models (see Appendix D).
In fact, the acf and pacf are critical to the Box-Jenkins Approach to time-series model
building and forecasting.”®> Rather than using the Box-Jenkins Approach, the STIP
software runs a tournament of nine different ARMA models for the forecaster to choose
from. In addition, the forecaster can specify a user-defined model. In which case, the
appropriate statistics can be used to identify a model. However, any exploration or
identification of the proper model order requiring the use of the acf or pacf must be done
outside the STIP system. The SAS Forecasting System does alow the forecaster to apply
the Box-Jenkins approach, or to default to SAS picking the model. The PROC
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FORECAST procedure in SAS/ETS will automatically pick AR models to forecast large

numbers of series simultaneously.

V. CONCLUDING REMARKS

To summarize, the Connecticut Short-Term Employment Forecasts are the product of
several different steps, procedures, and modeling frameworks. Three different levels of
forecasts are produced and reconciled: The Super-Control Forecast, the Control

Forecasts, and the Detailed-L evel Forecasts. Each level of forecast produces
progressively more detailed forecasts. The Super-Control Forecast is the top-line level of
Connecticut, Non-Agricultural Employment, and it gives the least level of detail. The
Control Forecasts provide a greater level of detail. The Control Forecasts are produced at
the NAICS sector level, or two-digit level of detail. Forecasts are produced for the 20
sectors, including some of their magjor sub-aggregates, such as Durable Goods and Non-
Durable Goods under the Manufacturing Sector. Finally, the detailed-L evel forecasts, as
would be expected, provide the most detail. The Detailed-L evel Forecasts are produced at
the NAICS three- and four-digit level of detail. Forecasts are produced for 100 three- and
four-digit level industries in Connecticut. Once forecasts have been completed at all three
levels of detail, the Base-Line Forecast is then produced. The Base-Line Forecast is the
product of two steps. First, forecasts are Pooled or Combined then, Reconciliation of the
three forecasts is done using both, top-down, and bottom-up approaches. Once the Base-

Line Forecast isin place, any macroeconomic-based Intercept Corrections are then
applied.

The Final Forecast isthe product of the process outlined above. Specifically, the above
sequence of methodologies can be summarized as a four-step process. First, the three
levels of forecasts are produced: The Super-Control Forecast, the Control Forecasts, and
the Detailed-L evel Forecasts. The Second step is to produce three top-line forecasts. The
Super-Control, the sum of the Controls, and the sum of the Detailed Forecasts are used to
produce three top-line forecasts. The simple average of the three forecastsis also
considered. Then, the Controls are compared to the Detailed Forecasts sums by NAICS
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sector. The two sector-level forecasts are also averaged to produce athird Control-Level
Forecast. The Third step is to perform both, top-down and bottom-up reconciliations of
the forecasts. Upon completion of this step, the Base-Line Forecast is set. The Fourth
and final step in producing the Final Forecast, involves macroeconomic-based I ntercept

Corrections.

It is hoped that this paper has succeeded in providing an informative presentation of the
guantitative and qualitative methodol ogies used in producing Connecticut’ s Short-Term
Employment Forecasts. The forecast horizon of two years, or eight quarters, for the short-
term forecasts requires the forecaster to focus on analyzing the economy in the short- to
intermediate-run. This means that forecasting methods must identify the expected
seasonal, cyclical, and even some trend effects in industry employment. It is the process
of capturing these critical phenomena, in order to construct models that produce optimal
forecasts, given time and resource constraints, that has guided the development of the

methodol ogies applied to the short-term employment forecasts.

Finally, alist of ‘getting-started’, introductory, to intermediate, forecasting referencesis
provided in Appendix E. These works should provide the novice with a solid foundation
for practicing the art and science of forecasting. For more information, or any gquestions
concerning the methodol ogy used to produce the employment-forecasts, please contact:

Daniel W. Kennedy, Ph.D., Senior Economist
Connecticut Department of Labor — Office of Resear ch
(860) 263-6268

daniel.kennedy@ct.gov
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APPENDIX A: Data Requirements

The employment time-series used for the Connecticut Employment Forecasts are from
the data reported under the Unemployment Insurance (Ul) tax program, formally known
as the Covered Employment and Wages Series (ES-202), which is now known as the
Quarterly Census of Employment and Wages (QCEW). It isthe QCEW employment
series that are used for the industry-employment side of the labor-market forecasts
produced by America s Labor Market Information System (ALMIS) program’ s statistical
software. The QCEW datais used for both, the long-term and short-term forecasts. The
Long-Term Industry Projections (LTIP) system uses annual employment series to
produce the long-term industry, employment forecasts (10 years ahead), and the Short-
term Industry Projections (STIP) system uses monthly employment series to produce
guarterly forecasts two years, or eight quarters ahead. All employment data, at both, the
national and state levels, have been converted from the 1987 Standard Industrial
Classification (SIC) scheme to the North American Industry Classification System
(NAICS). Connecticut’s employment series were constructed from the pushback files on
CD ROM'’s produced by the U.S. Bureau of Labor Statistics, which provided monthly
employment series, at the six-digit NAICS industry level of detail, covering the period:
1990:M01-2001:M12. Appended to that was the Connecticut QCEW employment series,
produced by the Office of Research of the Connecticut Labor Department, from
2002:M01 to 2003:M12. Thisresulted in an uninterrupted monthly, time-series of
Connecticut employment data for the 14 years covering the period: 1990:M01-2003:M 12.
This provided the frame, which served as the basis, for the sample of employment series
drawn for the study.

The exogenous or indicator variables representing economic and industry factors at the
National, State, and Region levels were those series provided by, and forecasted by, the
STIP software for those parts of the study done in the STIP software. Those portions of
the study done outside of the STIP forecasting system used an algorithm in EViews
written by Roy Pearson, Professor of Management at The College of William and Mary.
The series for the exogenous variables used in the super-control and control-forecast
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models were obtained from the U.S. Bureau of Economic Analysis' s website, the U.S.
Census Bureau’ s website, the Conference Board website, the Connecticut L abor
Department, and the Boston Federal Reserve Bank’s New England Economic Indicators
website. Forecasts of the exogenous variables are obtained from the New England
Economic Partnership Forecast, Ray C. Fair’ s website, Global Insight, and the Blue Chip

Economic Indicators.
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APPENDIX B: Bayes's Theorem

Before introducing Bayes's Theorem, it will be helpful to first introduce the concept of
Conditional Probability". If A and B are eventsin a Sample Space (which contains all
possible events) denoted as ‘S, then the Conditional Probability of event A, given that

event B has occurred, is;

P(AC B)
P(A|B)= %%%%
P(B)

Provided P(B) > 0.

Where: P(A C B) = The Intersection of A and B, which isthe set of all
pointsin both A and B. It is the probability of the occurrence of this set

of points.
P(A | B) = Probability of A, given B.

Thus, the probability of A is conditional upon B occurring. Bayes' s Theorem isamore
detailed re-statement of the above conditional-probability expression. It is stated as

follows:

P(AC B) P(B |A)P(A)
P(A|B)= 3%%%% = %%%%%
P(B) P(B)

The probability P(A) isthe Prior Probability discussed above, and the conditional
probability, P(A | B), isthe Posterior Probability that represents the revised assignment

of probabilities after obtaining the updating information (e.g., from sample evidence).
Bayes' s Theorem can be re-stated verbally as:

...the posterior probability of an event A, is proportional to the
probability of the sample evidence after A, times the prior
probability of A2
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Thelogic of Bayes's Theorem is demonstrated in the figure below.

FIGURE 1: TheLogic of Bayes s Theorem

PRIOR

PROBABILITY Sample
information
givesthe
LIKELIHOOD
RATIO

A 4

POSTERIOR Probability = PRIOR Probability X LIKELIHOOD Function

SOURCE: Wonnacott and Wonnacott (1990), p. 587.

To calculate the Posterior Probability distribution of 3, the regression slope for a model
of interest, given the observed sample data, X, would be:

P(B, X)
P(B | X)= %%¥a¥a
p(X)

Re-expressing the numerator, gives the following expression®:

p(B [X) = [L/p(X)Inp(B)p(X | B)

Since the sample data, X, has been observed, it is given and fixed. Therefore, 1/p(X) isa
fixed constant. Next, p() isthe Prior Distribution incorporating all prior knowledge
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about . Finaly, the last term, p(X | B), with fixed X, while 3 varies, iscalled the
Likelihood Function. By removing the constant, 1/p(X), from the expression, it can be

simplified as:

P(B [X) > p(B)p(X | B)

Where: o< = ‘is proportional to’. It indicates that, save a constant, the

expression is an equality. It allows unnecessary clutter to be removed from

an expression.

The above relationship can be written out in words as:

Posterior Distribution o< Prior Distribution x Likelihood Function.

With the above introduction to the Bayesian framework, the discussion now turns to the
specification of a Bayesian Vector Autoregression (BVAR)?, and the role of the

Minnesota Prior.

The Bayesian approach to building and estimating VAR’ s was motivated by critics of a
common practice among forecasters. Namely, it isthe *art’ part of the * Art and Science’
of forecasting that they were uncomfortable with. Critics were bothered by the common
practice, in which the forecaster incorporates his or her personal beliefs, or judgment, into
the forecast. Particularly, since there is no documentation of this subjective process, it
cannot be reproduced by other forecasters. Their answer to this state of affairs wasto
advocate an approach that was based on an objective procedure for combining beliefs and
data in building economic forecasting models. That objective procedure is the Bayesian
approach to building econometric models for forecasting. Within the VAR context, this
approach yields the Bayesian Vector Autoregression or BVAR. Researchers at the
University of Minnesota and the Federal Reserve Bank of Minneapolis developed BVAR
procedures to give modelers and forecasters more flexibility in expressing their beliefs
about the economy, and its direction, as well as, an objective way to combine those
beliefs with the historical record.
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All statistical forecasting models combine information from the historical datawith
information supplied by the modeler-forecaster. Modelers introduce their own
information into the process because they believe it will improve the model’ s forecasting
ability. Thisinformation that they supply is known astheir Prior Beliefs, which isthe

Prior in the Expression, above.

The BVAR approach discussed here provides an objective and reproducible procedure
for combining a forecaster’s beliefs and data. For the reasons mentioned above, this
particular system of Bayesian priorsis known as the Minnesota System of Prior Beliefs,

or the Minnesota Prior.

After completing the usual process of choosing the variables to be included in the VAR,
the prior beliefs about the values of each of the coefficientsin the equationsin the VAR
system can be expressed in the form of probabilities about which set of values will give
the best forecasts. In the Minnesota Prior, these probabilities can be described by
assigning a best guess and a measure of confidence to each coefficient in the model. Both
of these guesses would be quantitative (i.e., anumber). The best guessis set according to
the Random Walk Hypothesis. This hypothesis states that variables behave in such away,
that changes in their values are unpredictable. For such a variable, the best forecast of its
one-step ahead value is equal to its current value. To implement the random walk
hypothesis, the best guesses of the Minnesota Prior are that all coefficientsin the
equation, save the most recent value, are zero. The coefficient for the most recent valueis
guessed to be 1. In addition, the forecaster must supply a quantitative measure of
confidence in each best guess. Thisis expressed as the Prior Variance of the Coefficient.
The smaller the prior variance, the more confidence the forecaster has that his or her best
guess will be close to the forecast. With one exception, the system then proceeds in two
stages. First, the forecaster selects afew restrictions that group the prior variances and
mainly determine the relative sizes of the prior variances within each group. Second, the
forecaster selects arange of possible values for a scale factor that completes the
determination of the prior variances. The one exception to the two-stage process is the

procedure for determining the prior variance of the constant terms (intercepts) in each
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equation. These variances are simply set to vary large numbers, which amounts to saying
that, at least over avery large range, the forecaster regards all possible values of the
constant term as almost equally likely. In other words, the forecaster iswilling to allow
the constant term to be determined by the data aone.

APPENDIX B ENDNOTES

! Judge, Et d, pp. 15-18.
2 Ibid. p.18.

3To re-express the numerator, which produces the new expression (Wonnacott and Wonnacott,
Equation 3-18)

* This section draws heavi ly upon Todd (1984).
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APPENDI X C: Seemingly Unrelated Regressions (SUR), or Near-VAR*

To understand the SUR approach, it is best to start with some of the assumptions about
the Classical Normal Linear Regression. Particularly important, are the assumptions
about the disturbance term. Specifically:

Yi=Bo + PrXiz+ PBaXiz + ...+ PuXik + &
Which is supposed to satisfy the following requirements:

E(e;) =s? forali,

E(e; g)) =0forali? j.
In compact matrix form, the above assumptions can be expressed as:
E(ee") =s?l,

In words, the above requirements state that the error variance, s?, is constant for all
observations. And, s®1,is known as the Variance-Covariance Matrix. The superscript
symbol, ‘T’, indicates the transpose. This condition is called Homoskedasticity. When
this requirement is violated, and there are unequal variances over observations, it is called
Heteroskadasticity. Further, it is also assumed that there is no correlation between the
errors across the observations. That is, their Covariances are zero. |, is an identity matrix
of order (n x n). For instance, in aregression model with three observations (i.e., n=3),

the Variance-Covariance Matrix would be written out as;

s200
E(ee")=s?l, = |0s?0
0 0s?
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The constant variance is demonstrated by writing the same value, s?, for each element on
the principal diagonal, and the zero covariance is indicated with zeros for al off-diagonal

elements.

If these two assumptions fail, but all the other assumptions of the Classical Linear
Regression model hold, then such amodel is called a Generalized Linear Regression
Model. Stated in matrix notation, the model now is:

Y=Xp +¢

Where: Y = (n x 1) vector of observations on the Dependent Variable.
X = (nx K) matrix of n observations on K Independent Variables.

B = (K x 1) vector of Regression Coefficients.

€ = (nx 1) vector of Errorson the n observations.

The Variance-Covariance is now denoted as Q, and would be written as follows:

E(ee")=Q
Using the three-observation example above, the new variance-covariance matrix is

written as:

S11 S12 S13
Q =Sz S» S
S31 S32 S33

Notice that now the diagonal elements are no longer all s?, they now have subscripts
indicating that they are now no longer necessarily the same. This reflects the possibility
of unequal variances at different observations, referred to above as Heter oskadasticity.
Also, the off-diagonal elements are no longer zeros, and they too now have subscripts.

Thisindicates that they can now have values other than zero.
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That is, E(¢; €;) =0forall i * j, isno longer assumed to necessarily be the case. This can

occur especially when observations are taken over time. This correlation between the
error terms over time is known as Autocorrelation (see the ARMA discussion above, and
Appendix D). Thismodel iscalled ‘generalized’ because it includes other models as

special cases. One such specia caseisthe Classical Normal Linear Regression.

The data encountered by the forecaster in specifying and estimating models to project
industry employment is, of course, time-series data, where each observation isapoint in
time (e.g., amonth, a quarter, ayear, etc.). Also, it should be noted at this point, that
some differences do exist between the classical assumptions for cross-sectional and time-
series regression. As mentioned above, Autocorrelation is likely to be encountered in
time-series data. Estimation methods that correct for the problems discussed in this
section (i.e., Heteroskadasticity and Autocorrelation) and result in the Generalized Linear
Regression Model introduced above are called Linear Statistical Models with a General
Error Variance-Covariance Matrix. The estimation procedure, which corrects for the
above violations of the Classical assumptions, is called Generalized or Weighted L east
Squares. The details of the estimation procedure can be found in the referencesin
Endnote 1 of this appendix. The Weighted Least Squares (WL S) procedure picks weights
for the estimation process, before estimating the parameters. Thus, it is atwo-stage
process. The result is that the Generalized L east-Squares (GL S) Estimator is the
minimum variance linear unbiased estimator under any general error covariance
specification with the presence of Heteroskadasticity, Autocorrelation, or both (Actualy,
in practice, since the true Variance-Covariance matrix will not be known, the Estimated
or Feasible GLS estimator is used).

Sets of Error-Related Economic Relations

If in the VAR and BV AR example, each equation were estimated separately, without
regard to the related behavior of Merchandise Retail and Merchant Wholesale
employment, the result would have been imprecisely estimated parameters. That is, they
would have had large standard errors. Why should this be? Because, estimating the two
equations separately, would leave out information about the interrelationship of
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employment between these two industries, which would not be explicitly incorporated
into the model as independent variables. Further, economic factors affecting both
industries simultaneously are also not accounted for in each of the stand-al one equations.
Theresult isaviolation of Classical assumptions. Specifically, in regard to the error term,
in Classical linear regression, the Independent or Explanatory variables explain all the
systematic variation in the Dependent variable. All random, or non-systematic influences
are captured in the error term. When all systematic influences cannot be captured in a
single-equation specification, then any unaccounted-for systematic variation in the
Dependent variable (in this case, Industry Employment) will show up in the error term,
which violates the Classical assumptions. The consequence is an error seriesthat is not
White Noise (see the ARMA discussion above). That is, the error term is no longer
random, and the explanatory variables do not account for al the systematic variation in

the Dependent variable.

To see how this problem arises, and how the SUR estimation addresses it, a slightly more
complicated version of the Variance-Covariance matrix is presented below:

Slzln O
E(e,€,) = 2=

0 s2 1,

The above expression combines the Variance-Covariance matrices of the Merchandise
Retail Employment equation (s:°1,) and the Merchant Wholesalers Employment
equation (s»*1,) into one composite, or joint, VVariance-Covariance matrix expression.
The above expression assumes that there is no relation through the error terms between
these two equations. Thisisindicated by the zero values for the off-diagonal elements.
Thisindicates that there is no correlation in the error terms across equations for the same
time period. That is, there is no Contemporaneous Correlation. In this case, thereisno
set of error-related relations and the two equations would be estimated separately. And,
the separate estimations would be efficient and adhere to the Classical assumptions. All
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information required to explain the systematic variation in the two employment series
would be captured by the independent variablesin each, separately estimated equation,
and their error series, at least in regard to this assumption, would be white noise.

However, thereis, in fact, based on the previous discussion, an error-related relation
between Merchandise Retail and Merchant Wholesale employment. Now, the joint
Variance-Covariance matrix is written as:

2 2
Suln S1In
E(e1€,') = T =
2 2
S ln S22°In

Notice that in the new expression above, the off-diagonal values are no longer zero. This
reflects the presence of Contemporaneous Correlation. That is, there is correlation across
eguation errors in the same time period. To account for this set of error-related economic
and labor-market relations, the Generalized Least Squares estimation procedure (used to
account for the problems of Heteroskadasticity and Autocorrelation in estimating single-
equation models, discussed above), can be generalized to produce efficient parameter
estimates for systems of equations (i.e., two or more equations) in the presence of
Contemporaneous Correlation. That is, the method used to ‘fix’ the problem of non-zero,
off-diagonal elementsin the single-equation V ariance-Covariance matrix, is now
extended, to ‘fix’ the presence of non-zero, off-diagonal values in the multiple-equation,
joint Variance-Covariance matrix. Thisisthe type of statistical model (or set, or system,
of equations) that Zellener called Seemingly Unrelated Regressions (SUR), or Error-
Related Regression Equations. Further, it is an extension, or another form of, the General

Error Variance-Covariance statistical model.

The higher the Contemporaneous Correlation of the cross-equation errors, the more
efficient the SUR estimation is over Ordinary Least Squares (OLS). If thereisahigh
degree of collinearity among the independent variables in each equation in the system,

then the efficiency-gain is offset somewhat. An interesting result obtains if each equation
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has the same variables and, there are the same number of variablesin each equation. In
this case, the Estimated GL S estimator becomes the OL S estimator, and there isno gain
from estimating the equations as a SUR system. Further, in such acase, thereisno gain
in efficiency by estimating the equations’ parameters simultaneously. In such a case,
estimation of each equation separately, using OLS, yields efficient parameter estimates.
This, of course, isthe VAR system discussed in the previous section of thisreport. In

fact, the VAR can be thought of as a special case of the SUR.

APPENDIX C ENDNOTES

! This section draws on Kmenta, Jan, Elements of Econometrics, MacMillen Publishing (1971): New Y ork,
Chapter 12; Griffiths, Williams E., R. Carter Hill, and George G. Judge, Learning and Practicing
Econometrics, John Wiley & Sons (1993): New Y ork, Chapter 17; Judge, El al, Chapter 12; Zellner, pp.
240-246
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APPENDI X D: Stationarity"

Stationary Time-Series
A Stationary time-series has a mean, variance, and autocorrelation function (acf)? that are
essentially constant through time. More precisely, consider therealization®y; ..., yn .

Suppose these observations are drawn from ajoint probability distribution:

P(Y1,--, Yn)

Where: P = A Joint Probability Density Function that assigns a probability

to each possible combination of values for the random variablesy; ..., yn.

The goal in forecasting is to make statements about the likely values of futurey’s. If the
joint density function P(ys...., Yn+1), including the relevant marginal probabilities, is

known, then the following conditional distribution could be formed:

P(Yn+1 | Y1,.--, Yn)

Then, from the knowledge of past values, (y: ..., Yn), the above expression could be used
to make a probability statement about the future value, y,.+1. For a process to be
Stationary, the joint distribution function describing that process must be invariant with
respect to time. That is, if each random variable, (yx...., Yn), isdisplaced by m time

periods, then the following stationarity condition holds:

P(yt+m,---, Vitk+m) = P(yt,---, Yi+ k)

The above condition is sometimes referred to as Strong or Strict Stationarity .It shows
that the entire probability structure of the joint function is constant through time. Weak
Stationarity requires only that certain characteristics of the joint function be time
invariant. But, thereis a simplification that can be made if the joint function is Normally
distributed. If the joint function isa Normal distribution, then it is strongly stationary if

its mean (first moment) and variances and covariances (second moment) are constant
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over time. In the discussion below, it will be assumed that the random shocks, &, are

Normally distributed. Thisis equivalent to the assumption that the joint distribution for the

y’'sisajoint Normal distribution.
If the joint distribution for the y’sis Normal, then the following holds:

1. Thereisaconstant Mean, b = E(y;) = E(Yt+m)-
2. Thereisaconstant Variance, s®y = yo= E(yi— p)*= E(Yt+m — u)?, foral y’s.

3. And, constant Covariances, vk = E[(yi— k)(Yt+k — w)], for any two y’'s separated
by k time periods.

Why go through this exercise? Because, it isimportant to establish stationarity in order to
apply classical statisticsto test hypotheses or, within the current context, to make
inferences about the forecast and the forecast error, based on information about the given
realization. If the data are non-stationary, then the first and second moments are not
constant over time, and classical statistical statements cannot be made about ‘ moving
targets . Such statements are based on inferring sample (i.e., realization) statisticsto fixed
population (i.e., underlying stochastic process) parameters.

For those who have worked with economic, demographic, or labor-market data, it is
apparent that most time-series encountered in these situations are not stationary.
Particularly, long-run phenomena such as long-run growth in GDP, population, and the
labor force produce time-series that are trended. In these cases the mean is not constant
over time—it is either increasing or decreasing over time. Fortunately, many non-
stationary series can be transformed into stationary series through asimple
transformation: differencing. Differencing is the process of calculating successive
changes, from one time-period to the next, in the values of atime-series. Thus, the First

Difference of y; is:

Ay=vyi-yr1 t=2,3,...,n
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Successive differencing can be carried out if the data are not stationary after the first
difference. Accept in rare instances, differencing more than twice may ‘overdifference’
the data. That is, new, artificial patterns can be introduced into the data. Seasonal

differencing can also be doneif the seasonal pattern is not stationary.

If the data are differenced, and a univariate, statistical model is estimated for forecasting,
then the data must be re-transformed back into the original levels, after making forecasts.
This process of re-transforming, or ‘backing into’, or reversing the process to get back to
the original levels of the datais called I ntegration. Thisis known as an Autoregressive
Integrated Moving Average (ARIMA) model. In Section 4.3, of Chapter 4, A Primer for
ALMIS Forecasting, the ARMA model is detailed. Notice that thisis an Autoregressive
Moving Average model, not an ARIMA. An ARMA assumes that the data is stationary.
Since the STIP software automatically differences al datathat isinput into its statistical
models, it is assumed that stationary datais being used to estimate the models. Thus, the
‘ARMA’ convention is used, rather than ‘ARIMA’.

Forecasting Employment and Non-Stationary Economic Time-Series’

Clements and Hendry (1999)° argue that differencing and intercept corrections have no
rationale when models are correctly specified. Further, Sims has criticized the
differencing of seriesin aVAR asthrowing away valuable information. Thus,
differencing all series before estimating forecasting models would result in the
deterministic influences on the behavior of the series, such as trend and structural breaks
being discarded in specifying amodel for forecasting. Thisis especially a concern since
deterministic shiftsin the model, relative to the Data Generating Process (DGP), are a
dominant source of forecast failure®. With the flexibility of the more general SUR
specification, the deterministic peculiarities specific to agiven seriesin the SUR system
can be specified without applying them to every other seriesin the system. On the other
hand, phenomena common to all seriesin the system can still be captured in the SUR

specification.
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Finally, the more generalized SUR specification would alow the forecaster to construct a
more flexible multi-equation forecasting model. By allowing for different lags of the
endogenous and exogenous variables in each equation in the system to account for and
tailor the different structural (i.e., deterministic) features specific to a given time-series,

while still capturing their shared common economic and labor-market characteristics.

APPENDIX D ENDNOTES

! This section draws heavily on Pankratz, Alan, Forecasting with Univariate Box-Jenkins Models, John
Wiley & Sons (1983): New York, p. 11 and Chapters 2 and 3.

2 The Autocorrelation Function (acf) is the time-series counterpart to the Correlation Coefficient (r) in the
cross-sectional context.

® The Realization from an underlying Stochastic Process in the time-series context is the counterpart to a
sample drawn from a population for cross-sectional data.

* The section draws heavily on Clements, Michael P., and David F. Hendry, Forecasting Non-Sationary
Economic Time-Series, The MIT Press (1999): Cambridge, MA.

5 Ibid. p. 6.
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APPENDIX E: List of ‘Getting-Started’ Forecasting References

LIST OF FORECASTING AND ECONOMETRICSBOOKS

AUTHOR

TITLE

PUBLISHER
(YEAR)

Bails, Dale G. G. and Larry
C. Peppers

Business Fluctuations: Forecasting
Techniques and Applications, 2™ Ed.

Prentice Hall (1997)

Diebold, Francis X.

Elements of Forecasting, 2™ Edition

South-Western
(2001)

Griffiths, William E., R.
Carter Hill, and George G.
Judge

Learning and Practicing Econometrics

John Wiley & Sons
(1993)

Hall, Stephen, Editor

Applied Economic Forecasting Techniques

Harvester
Wheatsheaf (1994)

Hendry, David F. and Neil
R. Ericsson, Editors

Understanding Economic Forecasts

MIT Press
(Paperback-2003)

Holden K, D.A. Pedl, and
J.L. Thompson

Economic Forecasting: An Introduction

Cambridge U. Press
(1994)

Judge, GeorgeG., R.
Carter Hill, William E.
Griffiths, Helmut
Lutkepohl, and T soung-
Chao Lee

Introduction to the Theory and Practice
of Econometrics

John Wiley & Sons
(1988)

Lutkepohl, Helmut

I ntroduction to Multiple Time Series
Analysis, 2" Edition

Springer-Verlag
(1993)

Makridakis, Spiro, Steven
C. Wheelwright, and Rob J.
Hyndman

Forecasting: Methods and Applications,
3rd Edition

John Wiley & Sons
(1998)

Wooldridge, Jeffrey M. Introductory Econometrics South-Western
(2000)
Regular Font = Introductory to Intermediate
Boldface = Intermediate
Boldface and Italicized = Advanced
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2 Rickman, Dan S., “Generalizing the Bayesian Vector Autoregression Approach for Regional
Interindustry Employment Forecasting”, Journal of Business and Economic Statistics (1998)
16(1): pp. 62-72.

13 See Nicholas Jolly, Connecticut’ s Industry Clusters (July 2005) OCCATIONAL PAPERS &
REPORTS, Office of Research, Connecticut Labor Department: Wethersfield - for a discussion
on Connecticut’ sindustry clusters. VARSs could be specified such that, industries included in the
system are grouped by industry clusters.

1 This section draws on Judge, Et al, Chapter 18; L utkepohl, Helmut, Introduction to
Multivariate Time Series Analysis, Springer-Verlag (1993): New Y ork, Chapters 2, 5, and 10;
Enders, Walter, RATS Programming Language, Walter Enders (2003): Distributed by Estima,
Chapter 2; and Applied Econometric Time Series, John Wiley & Sons (1995): New Y ork, Chapter
5, Section 5.

5 Sims, Christopher, “Macroeconomics and Reality”, Econometrica 48 (Jan. 1980): 1-49.
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16 See |utkepohl, Chapter 10.

Y This section draws on Wonnacott, Thomas H. and Ronald J. Wonnacott, Introductory Satistics
for Business and Economics, 4™ Edition, (1990) John Wiley & Sons: New Y ork, Chapter 19;
Zellner, Arnold, Bayesian Methods for Econometrics, (1971) John Wiley & Sons: New Y ork;
Lutkepohl, Chapter 5; Judge, Et al, Chapters 4 and 7; Todd, Richard M., “Improving Economic
Forecasting with Bayesian Vector Autoregression”, Quarterly Review, Federal Reserve Bank of
Minneapolis, (8): 4 (Fall 1984).

'8 Bayes's Theorem is named after Thomas Bayes, an English Presbyterian minister, who lived
from 1702 to 1761. The ideas now called ‘ Bayes' s Theorem’ appeared in his paper “An Essay in
Solving a Problemin the Doctrine of Chances’ It was published posthumously.

19 Zellner (1971), pp. 240-246.

2 7ellner, Arnold, “ An Efficient Method of Estimating Seemingly Unrelated Regressions and
Testsfor Aggregation Bias’, Journal of the American Satistical Association Vol.57 (June 1962):
pp. 348-368.

! LaSage (1997), Ch. 3.

% This discussion draws heavily on Makridakis, Spiro, Steven C. Wheelwright, and Rob J.
Hyndman, Forecasting: Methods and Applications, 3 Edition, John Wiley & Sons (1998): New
Y ork, Ch. 4-Section 4/3.

% This section draws heavily on Pankratz, Alan, Forecasting with Univariate Box-Jenkins
Models, John Wiley & Sons (1983): New Y ork, p. 11 and Chapters 2 and 3.

2 This section draws heavily from Judge, George G., R. Carter Hill, William E. Griffiths, Helmut
L utkepohl, and Tsoung-Chao L ee, Introduction to the Theory and Practice of Econometrics, 2
Edition, John Wiley & Sons (1988): New Y ork, Chapter 16.

% See Pankratz (Endnote 23 above) or Judge, Et a (Endnote 24 above) for discussions of the

Box-Jenkins Approach. There are many other statistics, econometrics, and forecasting textbooks
that cover the Box-Jenkins Approach to time-series model building and forecasting.
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